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ABSTRACT		  The growing use of Autonomous Agents (AAs) in both private and 
public sectors raises crucial questions about trust. As AI systems take on increasingly 
complex tasks and decisions, their interactions with human agents (HAs) raise questions 
about the relevance and applicability of traditional philosophical concepts of trust and 
trustworthiness (sections 1 and 2). In this paper, I will explore different accounts of trust 
in AAs, arguing against both the complete dismissal of trust as misplaced (section 4) and 
the application of “genuine” trust frameworks (section 5). My aim is to lay the ground-
work for the understanding that the moral complexity of interactions with AAs goes 
beyond the mere reliance we place on inanimate objects (section 6).
KEYWORDS		 Trust; trustworthiness; AI; trustworthy AI; ethics.

RESUMO		  A utilização crescente de agentes autónomos (AAs), tanto no sector 
privado como no público, levanta questões cruciais sobre a confiança. À medida que os 
sistemas de IA assumem tarefas e decisões cada vez mais complexas, as suas interacções 
com agentes humanos (AHs) levantam questões sobre a relevância e a aplicabilidade dos 
conceitos filosóficos tradicionais de confiança e fiabilidade (secções 1 e 2). No presente 
documento, explorarei diferentes relatos de confiança em AAs, argumentando contra a 
rejeição total da confiança como descabida (secção 4) e a aplicação de quadros de con-
fiança “genuínos” (secção 5). O meu objectivo é lançar as bases para a compreensão de 
que a complexidade moral das interacções com os AAs ultrapassa a mera confiança que 
depositamos em objectos inanimados (secção 6). 
PALAVRAS-CHAVE	 Confiança; fiabilidade; IA; IA fiável; ética.

1	 Introduction 

Artificial Intelligence (AI) systems – those systems implemented 
with some AI techniques - involve the simulation of human intelligence: 
these technologies are programmed to learn, make decisions, and per-
form tasks autonomously. By handling functions that have traditionally 
required human intelligence and actions—such as speech recognition, 
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problem-solving, and decision-making—these systems are increasingly 
able to carry out complex tasks with impressive efficiency and sophisti-
cation. These technologies are becoming an essential part of our every-
day life: the adoption of AI-based systems across diverse sectors (mainly 
driven by their efficiency) is significantly increasing their interaction 
with humans, reshaping traditional notions of trust and the moral 
dimension involved in these relationships.

AI systems now play a central role in shaping how we work, commu-
nicate, and make decisions. These technologies, often classified as arti-
ficial agents (henceforth, AAs)1, are capable of executing complex func-
tions with minimal or no human supervision. As human agents (HAs), 
we are increasingly relying on these autonomous systems to carry out 
critical tasks and decisions across various domains. For example, virtual 
assistants help manage tasks and retrieve information, recommendation 
systems personalize entertainment, and AI-powered translation tools 
bridge language gaps. In the private sector, businesses use AI to optimize 
supply chains, enhance customer service through chatbots, and analyze 
data for decision-making. In the public sphere, AI supports functions 
like traffic management, healthcare diagnostics, and law enforcement.

As AI systems grow in complexity, so too does the nature of our 
interactions with them. Certainly, the relationship between (HAs) and 
AAs can be often seen as one of delegation—where tasks and decisions 
traditionally handled by humans are increasingly performed by AI sys-
tems. And wherever delegation takes place, it implies a certain form of 
trust from those delegating towards the entity or system entrusted with 
the task. As Fossa (2020, p. 66) nicely puts it: 

since AAs take an active part in the social organization of work, as 
humans do, it is easy to see the reason why trust may seem to be 
required.

This growing need for trust in AI has sparked a substantial body 
of literature and numerous initiatives aimed at building trustworthy AI 
systems, enhancing human trust in these technologies, and exploring 
the dynamics of the trust relationship that humans develop with AI. For 
example, the AI Act, a document that aims at establishing a legal frame-
work for the development, market placement, and the use of AI systems 

1 	 I  w i l l  h e n c e fo r t h  u s e  t h e  n o t i o n s  o f  AA s ,  A I  a n d  A I  s ys t e m s  i n t e rc h a n ge a b l y.
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in the European Union, is built around the notion of “trustworthy AI”. 
As stated in the AI Act:

The purpose of this Regulation is to improve the functioning of the 
internal market by laying down a uniform legal framework in par-
ticular for the development, the placing on the market, the putting 
into service and the use of artificial intelligence systems (AI sys-
tems) in the Union, in accordance with Union values, to promote the 
uptake of human-centric and trustworthy artificial intelligence (AI) 
while ensuring a high level of protection of health, safety, funda-
mental rights as enshrined in the Charter of Fundamental Rights of 
the European Union (the ‘Charter’), including democracy, the rule 
of law and environmental protection, to protect against the harmful 
effects of AI systems in the Union, and to support innovation.” (AI 
Act, 2021, 1) (emphasis mine).

In addition to regulatory frameworks like the AI Act, major tech 
companies such as Google also use the concept of trustworthiness to 
describe their AI systems. For example, in the section on responsibility 
and safety within Google Cloud, the company emphasizes its commit-
ment to trust and transparency in AI:

The challenge is to do so in a way that is proportionately tailored to 
mitigate risks and promote reliable, robust, and trustworthy genera-
tive AI applications, while still enabling innovation and the promise 
of AI for societal benefit.” (Google Cloud, 2024) (emphasis mine).

Google has devoted an entire document to the concept of trust in AI, 
titled Google Cloud’s Approach to Trust in Artificial Intelligence (2023). 
This document further explores how trustworthiness underpins their 
approach to AI. 

Also in the academic literature on computer science human-com-
puter interaction (HCI) the concepts of trust and trustworthiness have 
become central. Many scholars have proposed definitions of trust, sug-
gesting that these concepts can be defined as:

the behavioral integrity of a system, which behaves as expected for 
all transactions” (Agca et al., 2022)
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As digital technologies evolve and become more refined and effec-
tive, our expectation has shifted toward trusting them—by delegat-
ing and refraining from supervision—in the execution of important 
tasks.” (Taddeo, 2017, p. 565)

These are just a few examples that reflect the growing significance 
of the concepts of trust and trustworthiness in regulatory, industry and 
academic contexts. However, the emphasis on trust in and trustworthi-
ness of AI is not limited to these examples: across various sectors and 
organizations, there is a widespread use of these concepts. 

It should now be clear that recent advancements in AI have high-
lighted a growing focus on trust and trustworthiness in the context of 
artificial systems and their interactions with humans. And it is also cru-
cial, also for the aim of this paper, that when considering trustworthy AI 
systems, it is essential to understand that this concept encompasses both 
trust in the outcomes they produce—such as their beneficence and tech-
nical robustness—and trust in the processes underlying those outcomes 
(including fairness, avoidance of bias, transparency, among other ethi-
cal values). Recognizing this dual focus is critical for addressing the full 
spectrum of moral and practical concerns related to trust. Traditionally, 
philosophical discussions on trust have been confined to "human-to-hu-
man relationships" (the complex interactions we now have with AAs are 
a relatively recent phenomenon). In recent years, however, some philos-
ophers have begun to explore these new forms of interaction focusing 
on trust, and within the philosophical literature, the treatment of trust 
in HA-AA relationships tends to follow two opposing approaches:

i.	 One approach argues that the concept of trust does not apply to 
interactions with artificial agents. Instead, it posits that reliance is 
the appropriate concept, since trust can only exist between human 
agents—beings capable of moral reasoning (as discussed in section 
4).

ii.	 A second, less common and more recent perspective attempts to 
adapt classical trust theories to account for relationships involving 
AI, extending them to include the specific type of trust that humans 
place in AAs (as explored in section 5).
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Both of these approaches aim to make sense of trust and to bridge 
the gap between traditional views of trust in the context of human-ma-
chine interactions. However, they share a key characteristic: both tend 
to eliminate the moral dimension from these relationships (as discussed 
sections 4, 5, and 6). In the last section (section 6), I will attempt to sketch 
an alternative perspective—one that acknowledges and incorporates the 
moral dimension of our interactions with AAs, as I believe that this 
aspect should not be overlooked. While I will leave this question open 
for further exploration, I believe this direction holds promise for better 
understanding the ethical and epistemological complexities at play.

2	 Philosophical orthodoxy on trust and  
	 trustworthiness relativism

MacIntyre In this section, I will outline various conceptions of trust 
as discussed in the philosophical literature, emphasizing how these 
analyses predominantly center on HAs2. Within the broader philosoph-
ical tradition, three primary concepts related to trust can be identified.

First, we encounter the general notion of trust, which can be repre-
sented by a two-place predicate: x trusts y (cf. Faulkner, 2015, p. 16). For 
example, Amina (x) trusts Fatima (y).

The second notion is contractual trust, where an agent, x, trusts 
another agent, y, to perform a specific action, z : x trusts y to z. Contractual 
trust is expressed as a three-place predicate, linking two agents to an 
action. For example, Amina (x) trusts Fatima (y) to drive her kids to 
school (z).

The third key concept related to trust is trustworthiness. 
Trustworthiness is a one-place predicate, describing a property 
that an individual instantiates. For instance, Amina is trustworthy. 
Trustworthiness is considered an “epistemic virtue” that Amina exem-
plifies. A definition of trustworthiness is given by Jones (2012, pp. 70-2):

B is trustworthy with respect to A in a domain of interaction D, 
if and only if she competent with respect to that domain, and she 
would take the fact that A is counting on her, were A to do so in this 
domain, to be a compelling reason for acting as counted on. (…) To 

2 	 A s  i s  a l s o  d e s c r i b e d  i n  Ta l l a n t  a n d  D o n a t i  2 02 0.
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be trustworthy with respect to A in D thus requires that B be capa-
ble of recognizing that A is counting on her and, roughly, what they 
are counting on her for.

These notions—trust, contractual trust, and trustworthiness—are 
often distinct from one another, a distinction that is widely shared in 
the classical philosophical literature3. To illustrate this, consider the fol-
lowing example: we may not trust a particular individual or company in 
general (lack of “general” trust), yet we might still trust them to accom-
plish a specific task (contractual trust). For example, you may not trust a 
restaurant because of previous bad experiences, but you still trust them 
to prepare your favorite dish correctly when you order it for a special 
occasion.

Another important distinction in the philosophical literature is 
between mere reliance and a deeper, morally loaded concept of reliance, 
which is indeed understood as trust. Building on Hawley's analysis, 
this distinction highlights the difference between simply depending on 
someone or something to act in a certain way and genuinely trusting 
them, which involves normative expectations and ethical implications. 
Here’s Hawley (2014, p. 2) on the distinction:

we often rely upon inanimate objects but we do not grant them the 
rich trust we sometimes grant one another; inanimate objects can 
be reliable but not genuinely trustworthy. Moreover our reactions 
to misplaced trust differ from our reactions to misplaced reliance. 
Suppose I trust you to look after a precious glass vase, yet you care-
lessly break it. I may feel betrayed and angry; recriminations will be 
in order; I may demand an apology. Suppose instead that I rely on a 
shelf to support the vase, yet the shelf collapses, breaking the vase. I 
will be disappointed, perhaps upset, but it would be inappropriate to 
feel betrayed by the shelf, or to demand an apology from it..

The key distinction between trustworthiness and reliance lies in the 
presence of some moral commitment. We hold an attitude of mere reli-
ance, rather than trust, when dealing with inanimate objects: for exam-
ple, we rely on a ladder to hold our weight or a shelf to support a stack of 
books. In contrast, our attitude shifts to a morally richer notion of trust 

3 	 C f.  Fa u l k n e r,  2 0 1 5.
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when it involves human agents.4 For instance, Maria trusts Amina to 
look after her dog—a scenario that entails expectations of care, respon-
sibility, ecc.

To conclude, classical analyses of trust have traditionally focused 
on human-to-human relationships. However, with the evolving nature 
of our societal interactions, it has become increasingly important 
to explore how these concepts might apply to or need to be adapted 
for human-AI relationships. As mentioned earlier in section 1, these 
notions are already being used in various contexts, and philosophers, 
too, have begun investigating the nature of trust in the relationships 
between HAs and AAs.

3	 Defining artificial agents

Before turning the discussion to the concepts of trust in AAs and 
trustworthy AI, it is necessary to clarify the specific type of artificial 
agents I will focus on. For the purposes of this paper, I will restrict the 
domain to those agents discussed in Section 1, so to autonomous sys-
tems that are implemented with some AI techniques, and that exhibit 
intelligent behavior in decision-making and task execution without the 
need of human supervision and intervention. These are the kinds of 
agents that typically perform tasks traditionally undertaken by HAs, 
but where the consequences of these actions or decisions have signifi-
cant implications for human lives (i.e. harms and benefits) and so can be 
morally loaded. In other words, I am concerned with agents exhibiting 
"intelligent autonomy" at a sophisticated level. To better illustrate this, I 
will provide a few examples. 

Many technologies can be described as autonomous, including ther-
mostats, landmines, and autonomous vehicles. While all of these devices 
are capable of activating themselves, the type and degree of autonomy 
they exhibit differ significantly. Indeed, autonomy is not a binary prop-
erty but a gradable one (cf. Wheeler, 2019, p. 345). For instance, the 
autonomy of a thermostat is different from that of an autonomous vehi-
cle. A thermostat can be considered a "rudimentary" technology in com-

4 	 E ve n  t h o u g h  m e re  re l i a n c e  c a n  s t i l l  ex i s t  i n  i n t e r a c t i o n s  w i t h  h u m a n  a ge n t s ,  t h e  p h i l -
o s o p h i c a l  c a n o n  ge n e r a l l y  h o l d s  t h a t  m o r a l l y  l o a d e d  i n t e r a c t i o n s  a re  t y p i c a l l y  s e e n  a s  p o s -
s i b l e  o n l y  b e t we e n  h u m a n  a ge n t s .
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parison to the complexity of an autonomous vehicle and its autonomy 
too. Although a thermostat activates and performs tasks autonomously, 
its operation remains relatively simple: when the temperature drops, 
a sensor triggers the mechanism to switch the heating on. In contrast, 
an autonomous vehicle performs far more complex and critical tasks, 
such as safely driving your children to school, determining the most 
efficient route to take, and making split-second decisions to navigate 
dynamic road conditions. The scope and stakes of these tasks highlight 
the profound differences in the levels of autonomy between these two 
technologies—and the impacts they have on human lives: a malfunc-
tioning thermostat may result in an uncomfortable temperature in the 
house, but the consequences are usually limited to discomfort and are 
unlikely to have significant moral effects. In contrast, a malfunctioning 
autonomous vehicle could cause significant harm: potentially leading to 
accidents, injuries, or even loss of life, due to the vehicle's role in navi-
gating complex and dynamic environments.

I focus on this second type of autonomous systems, often referred 
to as artificial agents (AAs)- as anticipated in section 1. These systems 
are particularly interesting because they invite us to explore the rela-
tionships humans establish with them, and particularly the notion of 
trust. Unlike simpler autonomous systems, AAs are capable of mak-
ing decisions and acting independently, without human supervision or 
intervention, by evaluating different situations and in nuanced manner. 
Indeed, AAs interact with HAs in complex ways, raising key ethical 
and practical concerns. More examples of such systems include recom-
mender algorithms, facial recognition technologies, autonomous vehi-
cles, assistive robots, robot surgeons, and autonomous weapons. The 
reason why these systems are far more interesting than the simpler ones 
is because they have the potential to generate both benefits and harms 
to humans that, clearly, that carry significant moral implications. For 
instance, autonomous weapons may have the power to decide whether 
to take a human life (Sharkey 2019), while robot surgeons could deter-
mine whether to proceed with a critical surgery (Formosa et al. 2022), 
systems like facial recognition can perpetuate bias, especially against 
minority groups, (Gebru 2020, Buolamwini and Gebru 2018) all raising 
serious ethical concerns.  The literature across ethics, computer science, 
and human-computer interaction (HCI) is filled with discussions about 
such examples. 
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As mentioned above, the level of autonomy and sophistication of 
the systems just mentioned clearly varies. While recommender systems 
are highly complex, they do not match the sophistication of an assistive 
robot, which performs a wide range of tasks and interacts with people in 
ways that closely resemble human-to-human interaction. For instance, 
an assistive robot, not only provides recommendations but also helps, 
makes decisions, and supports an elderly person in their daily activities, 
and clearly, its moral impact on the person it assists is far greater than 
the impact a thermostat, for example, could have.5 The importance of 
trust and trustworthiness our interactions with these systems is unde-
niably central. Building, maintaining, and analyzing trust in such tech-
nologies presents unique challenges. Clearly, the interactions with these 
types of AAs are significantly more complex than those with simpler 
systems, as the potential implications of their behaviors on our lives 
are far more significant. Again, these AAs operate in contexts where 
the implications of trust touch on critical areas like safety and human 
well-being more in general.

4	 What are the implications of  
	 philosophical orthodoxy for trust in AAs?

Although the philosophical literature has traditionally concentrated 
on trust and trustworthiness within the realm of human-to-human 
interactions, as outlined in the classical analysis discussed in Section 2, 
recent years have seen some philosophers turn their attention to these 
concepts in the context of artificial intelligence. In this section, I will 
examine accounts that argue that trust and trustworthiness are not 
the appropriate concepts to apply to our interactions with AAs. These 
accounts constitute the prevailing view in this area of philosophy, and 
are closely aligned with classical philosophical accounts of trust and 
trustworthiness.

As outlined in section 2, trust and trustworthiness go beyond mere 
reliance. While reliance may lead to disappointment if expectations are 
not met (I might feel disappointed if the shelf fails to hold the weight of 
my pile of books), trust introduces a deeper vulnerability—it carries the 
potential for betrayal or a profound sense of being let down (I would 

5 	 C f. ,  e. g. ,  Fo r m o s a ,  2 02 1 .
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feel betrayed by my best friend if I trusted her to look after my dog 
while I'm on vacation and she doesn't). 

Building on this distinction, the primary argument of those who 
reject the application of trust and trustworthiness to human-AI (or HAs-
AAs) interactions is that these concepts are fundamentally inapplica-
ble in this context. They contend that trust is not an attitude humans 
can genuinely adopt toward artificial agents, nor is trustworthiness a 
property that an artificial agent can truly possess. Trust can only exist 
between HAs (i.e. moral agents), and trustworthiness is a quality that is 
exclusive to HAs. Unlike “genuine” trust, mere reliance is a pragmatic 
stance—an action based on the expectation or probability that a given 
technology will perform as intended. As Freiman (2023, p. 1351) puts it:

Overall, the attitude of trust entails an expectation for the trustee 
to fulfill their commitments and be aware that they are trusted. (…) 
a trustworthy agent, therefore, has the power to betray the trustor. 
Can (trustworthy) AIs betray humans? The field of social epistemol-
ogy is infused with anthropocentric concepts (…) and in everyday 
language we associate these concepts with non-humans.

Indeed, most philosophers critique the concept of ‘Trustworthy 
AI,’ arguing that we should avoid anthropomorphizing such systems. 
Several criticisms of ‘Trustworthy AI’ include, but are not limited to 
the following (I will quote at length, to better clarify what I have just 
stated):

Trust is a relationship between peers in which the trusting party, 
while not knowing for certain what the trusted party will do, 
believes any promises being made. Artificial Intelligence (AI) is a set 
of system development techniques that allow machines to compute 
actions or knowledge from a set of data. Only other software devel-
opment techniques can be peers with AI, and since these do not 
“trust”, no one actually can trust AI. (Bryson, 2020, p. 1)

AI is simply a set of system development techniques and therefore 
does not qualify as a ‘peer’, only other software development tech-
niques can be peers with AI, and since these do not have the capac-
ity to trust, no one actually can trust AI. (…) talking about trust in 
AI instead of reliability, and about trustworthy AI instead of reliable 
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or accountable AI may have serious consequences. (Sutrop, 2019, pp. 
511-2)

(…) one needs to either change ‘trustworthy AI’ to ‘reliable AI’ or 
remove it altogether. The rational account of reliability does not 
require AI to have emotion towards the trustor (affective account) or 
be responsible for its actions (normative account). (Ryan, 2020, p. 17)

Also, Fossa’s (2020) account conveys this prevailing idea in the phil-
osophical literature. He argues that trust and trustworthiness are not 
the appropriate concepts to apply in the context of AI. Fossa argues that 
there are significant differences between delegating tasks to AAs and 
delegating tasks to HAs. He suggests that the behavior of an AA merely 
imitates that of an HA. As Fossa puts it: “Deciding to frame HA→AA 
task delegation by reference to trust implies that, in such a relationship, 
something more is at stake that cannot be accounted for solely by the 
functional notion of reliance. What is this additional element?” (Fossa, 
2020, p. 70). He argues that trust is specifically needed in human-to-hu-
man task delegation because humans are believed to have the autonomy 
to make decisions and choose their own goals. This autonomy brings 
with it moral expectations, allowing the person who trusts to hold the 
other accountable for any breaches, demand justifications, and even feel 
offended by a betrayal of trust. Fossa then argues that it is impossible 
to consider AAs as entities capable of independently choosing between 
competing objectives and betraying trust, since they lack an intrinsic 
connection to purposes. In contrast to humans, who are beings capa-
ble of setting their own purposes, AAs are "purpose-built artifacts" 
(Bryson & Kime, 2011), created for specific tasks. Their objectives are 
always defined by their designers, and any failure of an AA should not 
be perceived as a betrayal but rather as a disappointment in terms of 
functional performance. Therefore, Fossa argues that the relationship 
between humans and artifacts is generally one of reliance, not trust.

In conclusion, many of the philosophers discussed above argue that 
anthropomorphizing AI systems is problematic, defending the idea that 
the relationship between HAs and AAs should be based on reliance 
rather than trust. They warn against attributing human-like qualities 
to AI, particularly in terms of moral status or responsibility, as doing 
so could result in the misattribution of accountability (cf. Fossa, 2020). 
AAs, on these views, are akin to mere inanimate objects. To conclude 
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this section, I would like to highlight this insightful quote by Freiman, 
who, in exploring the theoretical foundations of trust, states:

The field’s roots are found within traditional Anglo-American ana-
lytic philosophy. Within social epistemology, the standard view 
on trust is that trust relations are based on human quality such as 
goodwill. Therefore, trust relations are only possible between indi-
vidual persons, however, on a generous interpretation, they involve 
groups. This view rests upon a commonly acknowledged distinc-
tion between a genuine trust and mere reliance. (…) Unlike genuine 
trust, mere reliance is a way of acting in light of the probability that 
technology will perform successfully. Genuine trust entails a moral 
aspect, that mere reliance does not. (2023, p. 1353)

5	 An alternative perspective:  
	 making sense of trust in AAs

Few philosophers, while drawing on classical accounts of trust, 
argue that it can be meaningful to apply the concepts of trust and trust-
worthiness to AI systems. In this section, I will outline two perspec-
tives on trust in Artificial Agents (AAs) put forward by Simion and Kelp 
(2023) and Zanotti et al. (2023). 

First, Simion and Kelp argue against the anthropocentric distinc-
tions between trust and reliance in existing literature and proposes a 
new account of trustworthy AI that offers a unified rationale for gener-
ating context-specific, objective frameworks.

Their work represents an attempt to make sense of trust in AI from 
a philosophical perspective, offering a systematic account of AI trust-
worthiness that departs from traditional anthropocentric approaches. 
They propose that trustworthiness should be understood as a disposi-
tion to fulfill functionally sourced obligations. The central claim is that 
trustworthiness is a matter of how closely an AI approximates maximal 
trustworthiness, which is defined as having a maximally strong disposi-
tion to meet its obligations. Degrees of trustworthiness, in turn, depend 
on the AI’s proximity to this ideal.

Unlike accounts of trust that rely on human-like traits, such as will 
or character, this framework anchors trustworthiness in the norms 
governing proper AI functioning, which is determined by adherence 
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to either d-functional norms (aligned with the designer’s intentions) or 
e-functional norms (aligned with reliable performance that sustains the 
artifact’s utility). 

This approach also provides a philosophical background to address 
the limitations of “list-based” proposals for trustworthy AI6. Simion and 
Kelp argue that trustworthy-making properties are those that corre-
spond to an AI’s disposition to fulfill its functionally sourced obliga-
tions: whether a specific property is salient in a given context depends 
on the type of AI and the practical demands of its application. For exam-
ple, explainability may be crucial for a credit-scoring AI, as it enables 
users to understand why a mortgage was rejected, but it might not be 
essential for a diagnostic AI when patients cannot meaningfully inter-
pret complex medical explanations.

By emphasizing contextual thresholds for trustworthiness, the 
framework accommodates two key dimensions: breadth (the range of 
obligations the AI fulfills) and depth (the strength of its disposition 
to fulfill those obligations). It also distinguishes between attributive 
ascriptions of trustworthiness (e.g., “Ann is a trustworthy physician”) 
and predicative ascriptions (e.g., “Ann is trustworthy”), with context 
shaping the obligations relevant to each case.

Crucially, this account avoids anthropocentric assumptions and 
does not require AIs to have human-like psychological traits to qualify 
as trustworthy. Instead, it generalizes the concept of trustworthiness 
to include artificial systems by grounding it in functional norms. This 
non-anthropocentric view aims at explaining variations in trustworthi-
ness requirements across different AI systems and contexts and provides 
a robust framework for making sense of trust in AI. On Simion and 
Kelp’s view, by grounding trustworthiness in the fulfillment of function-
ally sourced obligations is possible to offer a unified, context-sensitive 
framework that clarifies the normative foundations of trustworthy AI.

The second approach is put forward by Zanotti et al. (2023). They 
argue that, when designing and regulating AI systems, the focus should 
not be limited to their technical performance (such as robustness and 
accuracy) but should also encompass their ethical behavior, including, 
for example, properties such as fairness and transparency. On their view, 

6 	 O n  t h e i r  v i ew,  t h e  s eve r a l  p ro p o s a l s  o n  t r u s t wo r t h y  A I  l i s t  fe a t u re s  t h a t  s u p p o s e d l y 
m a ke  A I s  t r u s t wo r t h y  (s u c h  a s  s a fe t y,  fa i r n e s s ,  a n d  t r a n s p a re n cy )  fa c e  t wo  m a i n  i s s u e s : 
t h ey  l a c k  ex p l a n a t o r y  a d e q u a cy,  a s  t h ey  fa i l  t o  c l a r i f y  w h y  s p e c i f i c  p ro p e r t i e s  a re  i n c l u d e d , 
w h i l e  t h e  s e c o n d  h a s  t o  d o  w i t h  t h e  d i s t i n c t i o n  b e t we e n  t r u s t wo r t h i n e s s  a n d  m e re  re l i a b i l -
i t y  (c f.  S i m i o n  a n d  Ke l p,  2 02 3,  p.  2 ) .



Donatella Donati� Human-AI interactions

Ethics, Politics & Society� Vol. 7 (2), 2024

116

relying solely on a concept like "reliance" is insufficient to capture the 
full nature of trust in AI systems. Zanotti et al. propose that the concept 
of Trustworthy AI (TAI) is better suited to address these concerns, as it 
integrates both reliability and ethical considerations. Indeed, Zanotti et 
al. argue against existing perspectives on TAI, particularly motivational 
and purely epistemic approaches. Motivational accounts, which focus 
only on reliability, overlook the need for a more comprehensive under-
standing of TAI, while epistemic views fail to incorporate crucial ethical 
aspects, such as fairness and respect for human autonomy. As they put 
it:

To sum up, we have identified three elements of trust and trust-
worthiness that are common to H – H [human-human] and H – AI 
[human-AI] interactions: (i) reliability is the basis for trust; however, 
(ii) reliability is not enough, for the notion of trust is also grounded 
in an ethical dimension; finally, (iii) trust and trustworthiness pro-
vides us with a nonepistemic guarantee in contexts of vulnerability 
and risk. Identifying these elements allows us to maintain that H − 
H and H − AI trust are two distinct notions that nonetheless share a 
conceptual core and motivates our use of trust – and not some other 
notion – in applications to AI systems. (2024, p. 2699).

I believe this approach is headed in the right direction, as it not only 
recognizes the importance of proper functioning in ensuring trustwor-
thiness but also underscores the need for consideration of the moral 
dimension.

6	 Is this enough?

While I find the latter account outlined in the previous section 
promising and heading in the right direction, I believe there is an even 
stronger reason to make sense of trust in AI. I will illustrate this with 
an example.

Autonomous vehicles (AVs) offer a powerful example of how trust in 
AAs can raise complex moral questions. While people are used to trust-
ing machines like elevators or washing machines, which have predicta-
ble, routine functions, AVs are designed to make decisions that directly 
affect human lives. The key moral distinction is that AVs, like other simi-
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lar AAs, can make decisions that involve moral judgments under uncer-
tainty, unlike inanimate objects which follow pre-set instructions or 
mechanisms without “subjective” decision-making. Although extreme, 
one classic example of a moral dilemma that AI systems (like AVs) may 
face is a revised version the trolley problem7: very roughly, if the auton-
omous vehicle faces an unavoidable collision, should it prioritize the 
safety of its passengers or the pedestrians in its path? What if the AV 
must choose between killing a child or an elderly person? The trust that 
humans place in AVs goes beyond expecting a safe trip to the store—it 
involves trusting that the AI will make morally sound decisions that 
reflect societal values about life, fairness, and harm reduction. And this 
matters because autonomous vehicles are tasked with making moral 
decisions that, traditionally, have been made by humans. This means 
that developers must embed ethical principles in AI decision-making 
algorithms. When humans trust AVs, they are implicitly trusting these 
systems to perform ethically, even in complex and life-and-death situa-
tions. But it is not only about the ethical principles implemented in the 
AAs—an important aspect to consider when it comes to our interactions 
with such systems is the psychology behind the trustee (i.e. the HA).

The process of building, maintaining, and analyzing trust in such 
systems makes the human relationship with these technologies par-
ticularly challenging. And following Zanotti et al., I believe the moral 
dimension must not be excluded—whether by dismissing AAs from the 
moral sphere or by attempting to make this moral aspect unnecessary 
through a unifying account of trust, such as those proposed by Simion 
and Kelp.

A decision made by a sophisticated AA—such as a driverless car that 
"chooses" to swerve and run over pedestrian A rather than pedestrian B, 
or a drone deciding whether or not to attack a target—has a significant 
moral impact8 that cannot be equated with the failure of a bookshelf or 
the malfunction of a thermostat. Relying on a driverless car to safely 

7 	 Awa d  e t  a l .  ( 2 0 1 8)  a n d  t h e i r  M o r a l  M a c h i n e  E x p e r i m e n t  (a n  o n l i n e  p l a t fo r m  t o  ex p l o re 
p u b l i c  o p i n i o n s  o n  e t h i c a l  d i l e m m a s  fa c e d  by  a u t o n o m o u s  ve h i c l e s ,  p a r t i c u l a r l y  i n  l i fe - a n d -
d e a t h  s c e n a r i o s .  I t  c o l l e c t s  l a r ge - s c a l e  d a t a  o n  h ow  p e o p l e  p r i o r i t i z e  t h e  l i ve s  o f  d i f fe re n t 
i n d i v i d u a l s  o r  g ro u p s  i n  h y p o t h e t i c a l  a c c i d e n t  s i t u a t i o n s) .  h t t p s : // www. m o r a l m a c h i n e. n e t
8 	 O n e  m i g h t  a r gu e  t h a t  t h e  a c t i va t i o n  o f  a  l a n d m i n e,  w h i c h  i s  a k i n  t o  a n  o r d i n a r y  i n -
a n i m a t e  o b j e c t ,  c a r r i e s  a  h u ge  m o r a l  i m p a c t .  T h i s  i s  t r u e.  H oweve r,  u n l i ke  a  l a n d m i n e,  a n 
a u t o n o m o u s  we a p o n  a c t i v e l y  a s s e s s e s  a  s i t u a t i o n  a n d  m a k e s  a  d e c i s i o n  a b o u t  w h e t h e r  t o  e n -
ga ge  a  t a r ge t— a n  i n h e re n t l y  m o re  c o m p l ex  p ro c e s s  t h a t  a l s o  i n vo l ve s  u n c e r t a i n t y  a b o u t  t h e 
b e h av i o r  o f  t h e  AA .
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transport you is fundamentally different from placing a book on a shelf 
and trusting that the shelf will hold it.

The expectations and potential disappointment we experience with AI 
systems are fundamentally different from those we have toward inani-
mate objects.9 Returning to the examples mentioned above, a malfunc-
tioning thermostat may only cause minor discomfort, while an autono-
mous vehicle that fails to safely navigate traffic could lead to accidents 
and serious harm, raising significant moral concerns. Similarly, if a 
bookshelf fails to hold the weight of a pile of books, the disappointment 
comes from the expectation that the shelf, as an inanimate object, would 
perform its basic function. However, the moral dimension is minimal, as 
the bookshelf is not considered capable of intentional action, whereas 
an autonomous weapon system assessing a situation and making the 
wrong decision about a target could result in catastrophic consequences. 
These examples illustrate that our relationship with AI system entails a 
moral dimension that goes beyond mere reliance on inanimate objects 
and their proper functioning in different contexts, and where the conse-
quences of failure are far more significant and morally charged. 

What I intend to convey is that while it may be a mistake to treat 
autonomous systems as moral agents, it is equally flawed to consider 
them as mere inanimate objects. Although difficult to define precisely, 
trust appears to operate on a spectrum, with varying degrees depend-
ing on the system involved. In this regard, AAs likely occupy a space 
between human agents and inanimate objects. Both positions—the view 
that trust in AAs is misguided and should be understood only as reli-
ance, and the view that seeks to justify trust in AAs—tend to concep-
tualize AAs as objects that function without acknowledging the moral 
dimension of the interaction, which appears to be a critical aspect of 
the relationship. The first kind of views "declassify" human-AI interac-
tions by equating them to interactions with inanimate objects, suggest-
ing that only the concept of reliance, not of trust, is applicable. In con-
trast, the second view risks creating an overly broad definition of trust, 
one that includes relationships where the moral dimension is absent, 
thereby neglecting the ethical significance present in certain human-AA 
interactions. 

In real-world contexts such as the roads we travel on, healthcare, 
and military applications, trusting autonomous agents goes beyond 

9 	 C f. ,  a m o n g  o t h e r s ,  G r i m e s  e t  a l , .  2 02 1 ,  V i i k ,  2 02 0.
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expecting reliability and mere functionality—it involves trusting them 
with the power to make morally complex decisions. This task is further 
complicated by the significant variations among AAs in terms of their 
sophistication and the contexts in which they operate. For example, 
healthcare contexts present unique challenges, as they require AAs to 
navigate ethical dilemmas involving patient autonomy, human dignity, 
beneficence, and so on. Additionally, the dynamic interplay between 
the identity and intentions of designers, the utility and context of an AI 
systems’ development or application, and the cultural models of users 
all profoundly influence how trust is established and maintained. These 
factors highlight the multifaceted nature of our relationships with AAs 
and the importance of a nuanced, context-sensitive approach to under-
standing trust in these systems. Trusting AAs, therefore, involves not 
only ensuring their technical competence but also aligning their deci-
sion-making with the moral values of society and the individual expec-
tations of users— tasks that demand a greater effort than is typical for 
traditional machines.
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