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Mission 

The mission of the IJISPM - International Journal of Information Systems and Project Management - is the dissemination of new scientific 

knowledge on information systems management and project management, encouraging further progress in theory and practice. 

The IJISPM publishes leading scholarly and practical research articles that aim to advance the information systems management and project 

management fields of knowledge, featuring state-of-the-art research, theories, approaches, methodologies, techniques, and applications. 

The journal serves academics, practitioners, chief information officers, project managers, consultants, and senior executives of organizations, 

establishing an effective communication channel between them. 

Description 

The IJISPM offers wide ranging and comprehensive coverage of all aspects of information systems management and project management, seeking 
contributions that build on established lines of work, as well as on new research streams. Particularly seeking multidisciplinary and 

interdisciplinary perspectives, and focusing on currently emerging issues, the journal welcomes both pure and applied research that impacts theory 

and practice. 

The journal content provides relevant information to researchers, practitioners, and organizations, and includes original qualitative or qualitative 

articles, as well as purely conceptual or theoretical articles. Due to the integrative and interdisciplinary nature of information systems and project 

management, the journal may publish articles from a number of other disciplines, including strategic management, psychology, organizational 
behavior, sociology, economics, among others. Articles are selected for publication based on their relevance, rigor, clarity, novelty, and 

contribution to further development and research. 

Authors are encouraged to submit articles on information technology governance, information systems planning, information systems design and 
implementation, information technology outsourcing, project environment, project management life-cycle, project management knowledge areas, 

criteria and factors for success, social aspects, chief information officer role, chief information officer skills, project manager role, project manager 

skills, among others. 

Topics covered 

The journal offers comprehensive coverage of information systems management and project management. 

The topics include, but are not limited to: 
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Editorial 

The mission of the IJISPM - International Journal of Information Systems and Project Management is the 

dissemination of new scientific knowledge on information systems management and project management, encouraging 

further progress in theory and practice. 

It is our great pleasure to bring you the fourth number of the sixth volume of IJISPM. In this issue readers will find 

important contributions on information systems project success, information systems backsourcing, project portfolio 

risk, strategic information systems planning, and software development projects. 

The first article is the viewpoint of João Varajão on “The many facets of information systems (+projects) success”. It is 

well accepted that Information Systems (IS) are critical for the competitiveness of virtually any human organization. 

However, IS need constant attention to fulfill their role and to keep pace with the changes of organizations. Therefore, 

the success of IS projects is crucial for the success of IS and, consequently, for the success of the organizations 

themselves since they are closely related. Given the complex nature of the participating objects and related concepts, the 

perspectives of success and its influencing factors can be of high complexity. This complexity comes from various 

aspects that need to be recognized, considered and evaluated, as well as from the multiple interactions that occur 

between them. This article aims to contribute with new insights and a new way of addressing the success of projects and 

IS, by identifying and describing various important facets of success. 

The second article, “Adding experts’ perceptions to complement existing research on information systems 

backsourcing”, is authored by Benedikt von Bary, Markus Westner and Susanne Strahringer. This article extends the 

existing literature on IS backsourcing by the perception of practitioners. For this purpose, the authors conducted a series 

of qualitative, semi-structured interviews with IS sourcing experts. The interview questions focused on the participants’ 

perceptions and experiences with the topic, on identifying reasons for and against IS backsourcing, and on revealing 

relevant trends pertinent to IS backsourcing. Those findings were then compared with two previously conducted 

comprehensive literature reviews on academic and practitioner literature on IS backsourcing. By following this 

approach, the article contributes to the existing research by verifying previous findings, for example, the most important 

reasons why companies decide in favor of IS backsourcing. Based on the findings, was created a comprehensive 

overview of all aspects connected to the IS backsourcing process and derived opportunities for further research to 

contribute to the IS backsourcing research agenda. 

The title of the third article is “Project portfolio risk categorisation – factor analysis results”, which is authored by 

Mariusz Hofman and Grzegorz Grela. Research conducted indicated categories containing the most probable and 

significant risks. The research described in the paper was carried out in two stages. In the first stage, the relevant 

literature was reviewed and the Delphi method was used to identify 36 risks specific to a project portfolio. In the second 

stage, project portfolio managers assessed the probability of each risk occurring and the impact of that risk on the 

objectives of the project portfolio. The empirical data obtained in this way made it possible to conduct an exploratory 

factor analysis and to identify the risk categories of project portfolios. 

Raja Ali, Rosli Mohamad, Yurita Talib and Akilah Abdullah are the atuhors of the article “The roles of top management 

and users in strategic IS planning: a perspective of SMEs”. Research on the strategic IS planning is typically 

concentrated on large firms. However, the outcomes of this research may not be sufficient to adequately apply to Small 

and Medium Enterprises (SMEs). Responding to the limited body of work in SMEs regarding to strategic IS planning, 

this research aims to fill the gap in the literature. Having limited resources available, financially and technically, 

strategic IS planning is getting more crucial for SMEs. This study contributes to research and practice by providing in-

depth insights into the IS planning processes in SMEs with a particular focus on the roles of top management and users. 

http://www.sciencesphere.org/ijispm
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As Bjørnar Tessem states in the fifth article “What causes positive customer satisfaction in an ineffectual software 

development project? A mechanism from a process tracing case study”, the customer role is crucial in agile information 

systems development (ISD). There is, however, a scarceness in research on how this role is enacted, and how its 

practice influences project outcome. In this longitudinal case study, an agile ISD project is followed with a particular 

focus on the customer organization’s participation, aiming to contribute to the understanding of how customers 

influence agile ISD projects. The analysis of the case shows that the low completion of the initial project requirements 

was caused by over-scoping and by an immature customer. Further, the customer’s acceptance of the outcome was 

caused by the agile practices introduced in the project. These helped to create a high customer’s sense of responsibility 

for the outcome, which worked as a mediator towards a positive acceptance of the delivery. The study contributes a 

mechanism for why agile projects may still be successful in light of low delivery. 

We would like to take this opportunity to express our gratitude to the distinguished members of the Editorial Board, for 

their commitment and for sharing their knowledge and experience in supporting the IJISPM. 

Finally, we would like to express our gratitude to all the authors who submitted their work, for their insightful visions 

and valuable contributions. 

We hope that you, the readers, find the International Journal of Information Systems and Project Management an 

interesting and valuable source of information for your continued work. 

 

The Guest Editor, 

Dulce Domingos 

University of Lisbon 

Portugal 
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Abstract: 

It is well accepted that Information Systems (IS) are critical for the competitiveness of virtually any human 

organization. However, IS need constant attention to fulfill their role and to keep pace with the changes of 

organizations. Therefore, the success of IS projects is crucial for the success of IS and, consequently, for the success of 

the organizations themselves since they are closely related. Given the complex nature of the participating objects and 

related concepts (e.g., people, information, processes, and technology), the perspectives of success and its influencing 

factors can be of high complexity. This complexity comes from various aspects that need to be recognized, considered 

and evaluated, as well as from the multiple interactions that occur between them. This article aims to contribute with 

new insights and a new way of addressing the success of projects and IS, by identifying and describing various 

important facets of success. 
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1. Introduction 

It is well accepted and somewhat consensual that information systems (IS) are critical for the development of virtually 

any human organization. Involving people, processes, information technology, and other organizational resources and 

structure, which facilitate the acquisition, storage, processing and transmission of data, information, and knowledge in 

an organization [1], IS require constant attention to fulfil their role adequately and to keep pace with the changes of the 

information and business moving needs of organizations. 

Projects are the main way of structuring the activities and resources needed for improving an organizational IS. An IS 

project is a temporary endeavor undertaken to create a unique product, service, or result [2], and can assume many 

forms as the deployment of commercial-off-the-shelf applications or consultancy assignments. A main distinctive 

feature of IS projects is the fact of being socio-technical undertakings, carried out to improve the organization and to 

achieve business benefits. 

Therefore, it is clear that the success of such projects is crucial for the success of IS and consequently for the success of 

the organizations themselves since they are closely related (an organizational IS can be seen as an abstraction of an 

organization, focused on the resources and activities related to information). 

Given the complex nature of the participating objects and related concepts (e.g., people, information, processes, and 

technology), the perspectives of success and its influencing factors are also of high complexity [3]. This complexity 

comes from various aspects that need to be recognized, considered and evaluated, as well as from the multiple 

interactions that occur between them. 

Concerning works related to the theme "project success", the technical-scientific literature is vast [4], which translates 

into a large number of available articles focused, for example, on success factors [5] or criteria for success evaluation 

[6]. On the other hand, it is not always clear what should be taken into account when assessing the success of projects 

[7] (in its various phases), of project deliverables, of IS, or of related operations. 

This article aims to contribute with new insights and a new way of addressing the success of projects and information 

systems, by identifying various important facets of success that are explored and described next, including: project 

(management) initiation success; project (management) execution success; project deliverables success; project success; 

project related operations success; program & portfolio success; operations success; information systems success; 

organizational success; and business success. 

2. Information Systems Project Success 

Let’s consider, as an example, the case of a project for the adoption of a new ERP (Enterprise Resource Planning) 

system. In this example, the project arises from a company’s need to update an existing ERP system which no longer 

responds to the information requirements of the organization. Before the project is approved for execution, it is defined 

and assessed for its viability (EX ANTE time in Figure 1). 

 

TIME EX ANTE EX POSTPROJECT
BEGIN END

 

Figure 1. Three moments related to the lifecycle of a project 

 

If the project is considered feasible and is formally approved, then the project is established, and it is planned, executed, 

monitored and controlled, and finally closed (PROJECT time in Figure 1). 
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In the course of the execution of the project, there are several activities which need to be carried out such as the 

requirements elicitation, business modeling, gap analysis, identification of software solutions on the market, selection of 

software, configuration of software, development of custom features, the deployment of the solution, and training of 

users, among others. Once the project is completed, the new ERP goes live, and it is made available to the company, 

thus beginning the life cycle of the deliverables (EX POST time in Figure 1). 

In summary, as shown in Figure 1, we can consider three key moments related to the typical life cycle of an IS project 

(as it happens in many other types of projects): EX ANTE; PROJECT; EX POST. 

As shown in Figure 2, the first three facets of success to consider are related to these three moments of Figure 1: project 

(management) initiation success; project (management) execution success; project deliverables success. 

 

TIME EX ANTE EX POSTPROJECT
BEGIN END

PROJECT (MANAGEMENT) 
INITIATION SUCCESS

PROJECT (MANAGEMENT) 
EXECUTION SUCCESS

PROJECT DELIVERABLES 
SUCCESS

BU
SI

N
ES

S 
IM

PA
CT

 

Figure 2. Project (management) initiation success, project (management) execution success and project deliverables success 

 

Taking our example, the ERP project will be carried out if the evaluation of the idea and its feasibility is favorable. In 

other words, it will be executed if there is success in the project initiation phase (project (management) initiation 

success). One of the most important results of the project initiation (which is comprised of several project management 

processes) is a project charter. This is a document that after being approved, formally establishes a project and may 

constitute the benchmark for the evaluation of success at EX ANTE time. 

For the execution of the project, targets can be set regarding scope and quality, cost, time and customer satisfaction, 

thus being part of the project management plan. The fulfillment of these targets can be used to evaluate the success of 

the execution of the project (project (management) execution success). 

After executing the project, a new ERP system will be available to the organization. To assess the success of the 

resulting products and services (project deliverables success) can be considered the obtained business benefits (e.g., 

related to productivity improvement, information quality improvement, performance improvement, etc.). 

However, this is a simplified representation since the deliverables of many projects are made available to the customer 

not only at the end of the project but also during the project (the blue dotted line represents this in Figure 3). This 

implies that the project deliverables success evaluation might start before the closing of the project. 

Going back to our example, the ERP system can go into production in a phased way (phased rollout instead of big 

bang), starting, for instance, with the implementation of an accounting module, followed by a production module, then a 

sales module, a human resources module, and so on. In this case, the evaluation of the success of deliverables can begin 

upon the availability of each deliverable (in this example each ERP module) and not just at the closing phase of the 

project. 
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Many of these facets of success influence and are influenced by each other. For example, the way how stakeholders are 

involved and the available resources are considered at the project initiation phase (EX ANTE) may have a significant 

influence on the execution of the project (PROJECT). In turn, the way how end-users are involved throughout the 

project may also significantly influence the success of deliverables (EX POST). 

 

TIME EX ANTE EX POSTPROJECT
BEGIN END

PROJECT (MANAGEMENT) 
INITIATION SUCCESS

PROJECT (MANAGEMENT) 
EXECUTION SUCCESS

PROJECT DELIVERABLES 
SUCCESS

 

Figure 3. Project deliverables success starting before the project end date 

 

Regarding project success, it can be defined as the project management success together with deliverables success [8]. 

In Figure 4, it is represented by a green line. It is important to note that was intentional to identify an end in the line. On 

the one hand, as the project success includes the project deliverables success, both lines should end at the same point. 

On the other hand, since the project deliverables may not have a finalization date set (i.e., the product lifecycle end 

date), it is important to define begin and end dates for project success so that a formal evaluation is possible within a 

given timeframe. 

 

TIME EX ANTE EX POSTPROJECT
BEGIN END

PROJECT (MANAGEMENT) 
INITIATION SUCCESS

PROJECT (MANAGEMENT) 
EXECUTION SUCCESS

PROJECT DELIVERABLES 
SUCCESS

PROJECT 
SUCCESS

 

Figure 4. Project success 

 

In the case of IS projects, the deliverables of the project are not only what determines the success of the project, but also 

the operations/services that will support the use of the various resulting technologies and processes made available to 

users. As such, a new facet of success should be taken into account: the success of the operations. 
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In Figure 5, the project related operations success is represented by a yellow line. As it occurs with the project 

deliverables success, the evaluation of operations success can start before the project ends (yellow dotted line). In the 

example of a new ERP system adoption, before the implementation of the first module, it may be necessary to change 

the existing infrastructure and to create a new helpdesk service (which may be out of the scope of the project). This 

ensures that a fully functional end-users support service is established when the first module goes live. If this is not 

taken into account, there is the risk of a project fail due to external factors to project. 

 

TIME EX ANTE EX POSTPROJECT
BEGIN END

PROJECT (MANAGEMENT) 
INITIATION SUCCESS

PROJECT (MANAGEMENT) 
EXECUTION SUCCESS

PROJECT DELIVERABLES 
SUCCESS

PROJECT 
SUCCESS

PROJECT RELATED 
OPERATIONS SUCCESS

 

Figure 5. Project related operations success 

 

3. Information Systems Success and Other Facets of Success 

Changing the focus of attention, as shown in Figure 6, the evaluation of the success of the project-related information 

system should begin to be measured from the time applications and operations become available to the organization for 

its use. In the ERP example, this success can be measured considering the quality of the new software system, of the 

information and the new IT-enabled business processes, as well as the quality of the related service (operations). 

 

TIME EX ANTE EX POSTPROJECT
BEGIN END

PROJECT (MANAGEMENT) 
INITIATION SUCCESS

PROJECT (MANAGEMENT) 
EXECUTION SUCCESS

PROJECT DELIVERABLES 
SUCCESS

PROJECT 
SUCCESS

PROJECT RELATED 
OPERATIONS SUCCESS

PROJECT RELATED 
INFORMATION SYSTEM 

SUCCESS

 

Figure 6. Project related information system success 
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So far, the discussion of the various facets of success has been made from the project’s point of view; however, projects 

are not isolated in time and space. They are performed in a given organizational environment and conjuncture that 

influences and is also influenced by these various facets of success. 

Figure 7, shows other strands of success related to IS projects that need to be seen in a continuum of time. Some of 

these facets of success are circumstantial and context-dependent (e.g., the program & portfolio success) while others 

can be identified in all organizations (e.g., the information systems success). 

 

TIME EX ANTE EX POSTPROJECT
BEGIN END

PROJECT (MANAGEMENT) 
INITIATION SUCCESS

PROJECT (MANAGEMENT) 
EXECUTION SUCCESS

PROJECT DELIVERABLES 
SUCCESS

PROJECT 
SUCCESS

PROJECT RELATED 
OPERATIONS SUCCESS

PROJECT RELATED 
INFORMATION SYSTEM 

SUCCESS

OPERATIONS 
SUCCESS

INFORMATION SYSTEMS 
SUCCESS

ORGANIZATIONAL 
SUCCESS (e.g. PMO)
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BUSINESS 
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Figure 7. Program & portfolio success, operations success, information systems success, organizational success and business success 

 

In the case of our project example, adopting a new ERP system, it can be part of a program (and/or a portfolio) that 

includes several related projects (one of them being the adoption of the ERP). Inevitably, if the ERP project fails 

(project (management) execution success and project deliverables success), this will influence the success of the 

program it belongs to (program & portfolio success). 

As previously described in our example of the ERP project, new help desk operations will be required. If there is a help 

desk service in the organization beforehand, the new service related to the project may be affected either positively or 

negatively (project related operations success) by the existing service (operations success). 

The same is true concerning to the part of the IS affected by the project (project related information system success), 

and to the status of the existing IS before the project (information systems success). 

There may also be organizational structures whose success is directly influenced by the success of projects. This is the 

case, for example, of Project Management Offices (PMO), which are organizational units that support projects and 
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project management [9]. Ultimately, the success of a PMO will result from the success of the projects under its control. 

The Information Systems Function is also another good example in this case. 

Finally, we can mention the business success, which is strongly influenced by the success of the projects carried out in 

the organization. In the case of IS, this is noticeably evident. 

4. Influences of Success and Conclusion 

Figure 8 aims to illustrate that in an organization there are typically several projects being carried out over a period 

(often simultaneously) that influence each other (and not only in the case of programmes & portfolios), and influence 

the success of IS and the organization. It is equally important to note the influences that occur between "program & 

portfolio success", "operations success", "information systems success", "organizational success" and "business 

success". Figure 9 presents a theoretical model that synthesizes the diverse influences observed between the several 

“facets” of success. Program & Portfolio success was intentionally not included to improve the readability of the model. 
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Figure 8. Influences of projects’ success in program & portfolio success, operations success, information systems success, organizational success and 

business success 
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Figure 9. Theoretical model of information systems (projects) success 
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Therefore, we can conclude that there are several facets of success in IS that should be considered. To be aware of it is 

fundamental to establish systematic processes for evaluating performance and results, based on well-defined criteria and 

on the notion of their time frame and relative importance for the different stakeholders involved. 

In fact, organizations need to define efficient and effective success management [10] processes for systematizing the 

definition, evaluation, and reporting of success [11]. However, the evaluation of projects success seems to be currently 

an informal and rudimentary process mainly focused on the success of project management and not on the success of 

the projects’ deliverables [12]. 

Undoubtedly, there is the need of a continuous effort to improve performance and, without a good understanding of the 

different facets of success this is not possible in full extent. 
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Abstract: 

This paper extends the existing literature on information systems (IS) backsourcing by the perception of practitioners. 

For this purpose, we conducted a series of qualitative, semi-structured interviews with IS sourcing experts. The 

interview questions focused on the participants’ perceptions and experiences with the topic, on identifying reasons for 

and against IS backsourcing, and on revealing relevant trends pertinent to IS backsourcing. We then compared those 

findings with two previously conducted comprehensive literature reviews on academic and practitioner literature on IS 
backsourcing. By following this approach, we contribute to the existing research by verifying previous findings, for 

example, the most important reasons why companies decide in favor of IS backsourcing. Additionally, we were able to 

enhance previous contributions as we highlight the significance of differentiating between the scope of IS backsourcing 

by looking at the underlying services which are potentially backsourced. Further, we identified the importance of 

managers’ personal preferences as an additional reason for IS backsourcing, for example, based on personal experiences 

or a perceived need for change. Based on our findings, we created a comprehensive overview of all aspects connected to 

the IS backsourcing process and derived opportunities for further research to contribute to the IS backsourcing research 

agenda. 
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1. Introduction 

Recently, the large German industry company thyssenkrupp decided to terminate its large-scale outsourcing contract 

with T-Systems [1]. Instead of jointly standardizing the information systems (IS) landscape and moving server capacity 

as planned to T-Systems’ data centers, approximately 100 employees who were originally transferred to T-Systems 

were transferred back to thyssenkrupp [2]. According to press reports, the key reason for terminating the contract were 

collaboration issues between the two companies [1]. This recent example shows that the common practice of IS 

outsourcing does not always lead to the desired success [3], and companies decide to backsource IS services - a theme 

that could already be observed in previous cases [4]. In combination with the increase in digitalization and adoption of 
agile forms of collaboration over the recent years [5] and their impact on management control [6], this might be a sign 

towards a shift in the IS sourcing behavior. This motivated us to contribute to the emerging research area of IS 

backsourcing [7, 8] by conducting qualitative interviews with IS sourcing experts to discuss their perception on IS 

backsourcing and compare this to previous research in this field. By following this approach, we aim to provide insights 

into experts’ perceptions and thus increase the connection between academic literature and the community of IS 

practitioners as suggested by several researchers [9]. This could also increase the practical relevance of IS research, 

which is an often discussed shortcoming of academic research [10]. 

The first academics to introduce the concept of IS backsourcing were Hirschheim and Lacity [11] and subsequently 

Lacity and Willcocks [12]. They defined it as the transition of those assets, activities, and skills required to perform IS 

services back in-house, which had been outsourced previously to one or multiple vendors. We observe that researchers 

use synonyms for the word backsourcing, for example, backshoring, reshoring, or relocating, to describe the transfer of 
value creating activities to the home country or at least to a neighboring country [8]. Therefore, we follow Nujen et al. 

[13] and highlight the change in ownership back to the mother organization as the distinctive characteristic of the term 

backsourcing. Consequently, backsourcing can also be combined with a change in location, for example, back to the 

country or region of the client organization. However, a location change is not a necessary condition for speaking of 

backsourcing [14]. The introduced definition of backsourcing naturally implies that the services in scope have been 

outsourced before [8]. Outsourcing is defined in the academic literature as transferring IS service provision to one or 

more third party vendors which represent over 80% of the IS budget [15, 16]. In contrast, academic literature defines 

insourcing as retaining 80% or more of the IS budget internally after having considered a potential outsourcing option 

[16]. Therefore, insourcing can be considered as a static state characterized by the internal provision of IS services, 

whereas backsourcing describes the process of transferring IS services back in house [14]. 

The paper is structured as follows. In section 2, we introduce our research approach. Here, we also introduce the 

addressed research questions. In section 3, we present both methodology and findings from related academic and 
practitioner literature. Subsequently, section 4 discusses the expert interviews by first introducing the applied 

methodology and then by presenting the findings in detail. Section 5 compares findings from all three sources of data 

before we will discuss the results in section 6. The final section concludes the paper.  

2. Research approach 

Within this paper, we are drawing on three major sources of data, (1) academic literature, (2) practitioner literature, and 

(3) expert interviews. Fig. 1 visualizes these three sources and how they will be used in the paper at hand. By 

combining publications for different target audiences and by applying different methods, namely literature reviews and 

expert interviews, we aim to increase rigor and relevance of our findings. 
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Fig. 1: Visualization of research approach 

 

(1) Academic literature: Academic writing aims to develop theories or concepts to explain complex circumstances for 

a group of scholarly experts [17, 18]. Therefore, academic literature focuses on the justification of arguments, placing a 

special emphasis on rigor and completeness [19]. Academic contributions are precise, impersonal, and objective pieces 
of research, aiming to create a balanced discussion of different standpoints [17]. Also, academic literature builds upon 

the work of previous scholars and provides incremental knowledge within its field of research [20]. The paper at hand 

also falls in this type of publications. 

(2) Practitioner literature: This type of literature aims at providing information to professionals working in the 

respective field [21]. Practitioner literature is influencing actions of its audience [22] and supports individuals and 

organizations to evaluate the relevance and applicability of different trends and corporate practices [23]. Literature 

focused on practitioners reflects their interests and standpoints [23], since in general, media is supporting the beliefs of 

its target audience [24]. Therefore, the analysis of practitioner literature is considered as well suited for IS researchers to 

identify and understand topics of relevance to practitioners [9]. Additionally, to increase the relevance of IS research for 

practitioners, Marrone and Hammerle [10] suggest to intensify the connections with practitioners, for example by 

identifying topics of relevance for them and by generating discussions on core research issues.  

(3) Expert interviews: Conducting qualitative interviews can function as an additional source to gather data about a 

research topic [25]. We are focusing on interviewing selected experts, who can be considered as gatekeepers to relevant 

knowledge and insights for our research topic. Due to their exposure to different organizations within their professional 

career, we are able to discuss our research topic without having access to the members of the organizations themselves. 

Different types of techniques for conducting qualitative interviews exist, for example, structured interviews, 

unstructured, semi-structured, or group interviews [26]. Qualitative interviews are a widely used research method within 

IS research [25]. In the paper at hand, the expert interviews can complement the written practitioner publications by 

adding another perspective, for example when experts state opinions more openly than they would do in written articles.  

By combining and triangulating these three sources of data, we aim to answer two research questions (RQ) within the 

field of IS backsourcing: 

(RQ1) To what extent do the perceptions of sourcing experts on IS backsourcing and the existing academic and 

practitioner literature match? 

RQ1 is of special interest, since it increases the connection between academic literature and the community of IS 

practitioners. Several academics have raised the topic of limited relevance of IS research for practitioners, and thus this 

research can provide insights into the perceptions from experts to the academic community [9]. Further, RQ1 addresses 

the potential research limitation identified by von Bary et al. [27], who only relied on published literature to determine 

the topics of relevance for practitioners without conducting additional interviews. 

If triangulation of these three sources of data results in either consistent or complementary views, the potential for 

aggregating the findings from academic literature and practitioners into a coherent framework might be given. 
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(RQ2) How can a comprehensive IS backsourcing framework look like, spanning from the original (out-)sourcing 

decision to the successful repatriation of the services?  

RQ2 is of special interest to extend the existing research stream by a comprehensive overview of all elements connected 

to the IS backsourcing transition. In particular, we aim to include elements like the influence of the original (out-) 

sourcing decision, influencing factors during the sourcing relationship, the decision to backsource, and subsequent 

elements like success factors. This overview can provide future researchers with suggestions to identify suitable 

research topics. Additionally, it can serve as a structuring element to categorize further research and complement 

previously introduced backsourcing process frameworks.  

3. Literature analysis 

3.1 Methodology 

Within this paper, we draw upon two literature reviews, in which we have previously examined both academic [8] and 

practitioner literature [27] on IS backsourcing. We will first introduce the methodology applied in the literature reviews 

in this section and present our results in the subsequent section. Both literature reviews follow a systematic, 

reproducible method to first search and select the available literature, followed by a synthesis of the outcomes and key 

statements of each identified publication [28].  

For the academic literature review [8], we searched for peer-reviewed journals or conference proceedings published 

over the last 20 years (1997 – 2017), written in German or English, which contained one of the following keywords; 

backsourc*, backshor*, resourci*, reshori*, insourc*, inshori*, relocati*, re-outsourc*; and in addition either the term 

information systems or information technology [8]. The search terms were applied to title, abstract, and keywords in all 
commonly used databases for IS literature, for example Business Source Complete, ProQuest – ABI/INFORM 

Complete and Science direct (Elsevier) for journals or AIS Electronic Library and Digital Library at IEEE for 

conference proceedings [29]. To achieve exhaustiveness, a forward and backward reference search and author search 

using Google Scholar was performed [29, 30]. Over the literature search and analysis process, over 100 academic 

literature items were studied [8]. Altogether, we identified 31 relevant publications on the topic of IS backsourcing, 

most of them published in journals (22 publications; 73%), which were quite evenly distributed over the search period 

[8]. 

Following a similar approach to retrieve relevant practitioner literature on IS backsourcing [27], we searched for 

English and German publications containing one of the keywords backsourcing, insourcing, or back in-house, and 

filtered for information technology, information systems, and/or IT as subject [27]. To retrieve German publications, we 

additionally searched for the three German keywords “Eingliederung” (integration), “Zurückholen” (bringing back), 

and “Rückverlagerung” (backsourcing). The search was conducted for publications over the last 20 years (1997 – 
2017). Following recommendations by [10], this literature review has chosen Factiva, one of the leading databases for 

news sources, and additionally EBSCO to increase coverage of trade publications and business journals. For German 

literature, the search was extended to the German-focused press databases WISO and GENIOS. Over the literature 

search and analysis process, over 650 practitioner literature items were studied [27]. In the subsequent step, a practical 

screening was performed to identify all non-relevant publications [31]. After removal of duplicates within the retrieved 

articles, we have identified a total of 148 English and 25 German practitioner-focused publications [27].  

3.2 Findings from the literature reviews 

Academic literature 

Looking at the research type of the analyzed academic publications, we observed that almost half of the publications are 

formulative and thus aim to develop a model, guideline, or similar artefact [32], followed by explanatory-interpretive 

and confirmatory publications [8]. Further, when analyzing the applied reference theories, we identified two main 
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theories to interpret backsourcing decisions, namely Transaction Cost Economics and Agency Theory [8]. Other 

theories included Organizational Learning, the Knowledge-Based View of the firm, and Intellectual Capital [8]. 

Since there was no exhaustive literature review of the state of the research available yet, the aim of the academic 

literature review [8] was to explore and synthesize the existing literature on IS backsourcing. Therefore, we identified 

three major research themes which were frequently discussed within the retrieved academic literature, namely 

(1) motivators for backsourcing, (2) decision factors, and (3) implementation success factors [8]. Those research themes 

can be located along the different steps of the backsourcing process. Based on the findings from the literature analysis 

and by adapting previous contributions by McLaughlin and Peppard [33] and Veltri et al. [4], we introduced a 
backsourcing process which is displayed in Fig. 2 [8]. In the following, we want to discuss the elements of the research 

themes in more detail. 

 

 

Fig. 2 Backsourcing process introduced in our academic literature review [8]  

 

Following the categorization presented by Veltri et al. [4] and Wong [34], the motivators for backsourcing decisions can 

be classified into (1) expectations gaps, (2) internal organizational changes, and (3) external organizational changes. For 

completeness, (4) end of contract can be added as an additional motivator [8]. The first category, expectation gaps, 

contains the most frequently discussed reasons why companies are considering a backsourcing decision, for example, 

dissatisfaction with the service quality, higher than expected costs, loss of control, missing access to latest technology, 

or general contract problems [8]. The second category contains reasons like changes in management or a new, more 

strategic role for IS [8]. External organizational changes can be represented, for example, by changes in the vendor 

organization or structural changes [8].  

If one or more of the introduced motivators triggered a re-consideration of the outsourcing relationship, several decision 

factors can influence the decision. Backsourcing enablers support a decision to backsource, while backsourcing barriers 

lead to a continuation of outsourcing with the existing or a new vendor [8]. Identified examples for backsourcing 

enablers are, for example, incorporated reversibility to facilitate a backsourcing transition, the availability of internal IS 
capabilities, or the presence of an organizational crisis within the company [8]. In contrast, barriers for backsourcing 

can be represented by lock-in and switching costs and IS knowledge and resource gaps within the company [8]. 

Lastly, in our previously conducted academic literature review [8], we subsumed six implementation success factors 

based on the existing academic literature: (1) project management, e.g., existence of a dedicated project team and 

project plan; (2) employee (re-)hiring strategy to ensure resource availability; (3) communication between all 

stakeholders; (4) strategic orientation, e.g., a clear fit into the overall IS strategy for the company; (5) continuity of 

operations without interruption of day-to-day operations; and (6) knowledge transfer to successfully re-integrate the 

previously outsourced knowledge back into the company again. 
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Practitioner literature 

During the analysis of practitioner literature on IS backsourcing, we followed an inductive approach towards literature 

coding to identify the topics of relevance to practitioners without testing predetermined themes [10, 27, 35]. 

Additionally, we classified each publication based on its topic, article type, publication type, and further information. 

Table 1 displays the dimensions within each category which were used to analyze practitioner literature [27]. 

 

Table 1: Applied categories for structuring the practitioner literature analysis [27]  

Category Dimensions      

(1) Topic of the 

Article 

Discussion of 

individual 

backsourcing case 

Discussion of 

industry trend 

Presentation of 

survey results 

Report on indi-

vidual back-

sourcing case 

Vendor 

perspective 

N/A 

(2) Article Type Editorial/comment Feature/background 

article 

News article Press release Recommendations/ 

practitioner guide 

Other 

(3) Publication 

Type 

National 

newspaper 

News agency Periodical Regional 

newspaper 

Trade journals Other 

(4) Applied 

Terminology 

Back in-house Backsourcing Insourcing Eingliederung1 Rückverlagerung1 Zurückholen1 

(5) Additional 

Information 

Company name  

(if applicable) 

Country Journal name Publication year N/A N/A 

1 German publications only 

 

Most of the analyzed publications are either news articles or feature/background articles (83%), followed by 

editorials/comments [27]. The majority of publications were released in trade journals (80%). Regarding the year of 

publication, there is a peak around the year 2005 in both English and German publications triggered by prominent 

backsourcing cases (e.g., JP Morgan Chase, Sainsbury’s), and afterwards a relatively constant number of publications 

per year [27]. When analyzing the applied terminology, we observed that most practitioner publications utilize the term 

back in-house, followed by the term insourcing [27]. At the same time, the word backsourcing is used occasionally. 
This leads to the interesting observation that the terminology applied in practitioner literature does not correspond to the 

terminology applied in academic literature. We concluded that this could limit the relevance of each group’s 

contribution for each other [9], since it potentially leads to confusion or ambiguity in the communication between both 

groups [27].  

Looking at the topics of the publications while conducting the literature review, we observed that most publications take 

a descriptive approach by either discussing or reporting about cases of IS backsourcing [27]. Other publications 

complement by either presenting survey results or discussing backsourcing as a larger industry trend. Within these 

practitioner-focused publications, four general themes could be identified, namely (1) reasons for backsourcing,  

(2) presentation of survey results, (3) discussion of industry trends, and (4) backsourcing success stories [27].  

Of those four themes, the discussion of reasons why companies have backsourced is by far the most prominent theme. 

Within the analyzed practitioner literature, over 50% of all publications and over 60% of the publications presenting 
individual backsourcing cases are stating reasons behind a backsourcing decision [27]. Especially, three major reasons 

could be identified: cost savings, quality improvements, and increase in control or flexibility [27]. 
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4. Expert interviews 

4.1 Methodology 

Our objective behind conducting expert interviews was to gain deeper insights into the practical relevance and current 

trends linked to the topic of IS backsourcing. Before presenting the interview findings, we will first discuss the applied 

methodology. The selection of participants was carried out via the professional career networks LinkedIn and Xing. 

While the first shows a more global coverage, the latter focuses on German-speaking countries [36]. In the first step, we 

searched for keywords like backsourcing, sourcing, and insourcing in combination with IT or information technology to 

identify relevant candidates. We then reviewed candidates’ profiles to determine their experience in the respective field, 
for example, based on the current and previous roles, realized projects, and professional tenure. Thus, we compiled a list 

of 60 potential interviewees. The identified experts represent a broad spectrum of geographies (e.g., North America, 

multiple European countries) and job profiles (e.g., consultants at IS consulting companies, independent IS advisors, or 

employees responsible for IS sourcing at large companies). Conducting multiple interviews with different experts 

allows us to cover a broad spectrum of different experiences and perspective on the research topic. Subsequently, we 

contacted all candidates via the integrated mail function from LinkedIn/Xing, and asked them to participate in a 

telephone interview on the topic of IS backsourcing.  

Following our aim to gain deeper understanding into the perspective from practitioners on the topic of IS backsourcing, 

we selected a qualitative research approach without testing predetermined themes [9, 10, 37]. Therefore, we used semi-

structured interviews with open questions, giving the participants the flexibility to express their opinions and to share 

their experiences in the field of IS backsourcing [25, 37]. To increase the acceptance of the selected candidates to 
participate in the interviews, we chose to ask for interview slots of 20 minutes. The questions focused on 1) discussing 

the participants perceptions and experiences with IS backsourcing, 2) identifying reasons for and against IS 

backsourcing; and 3) revealing trends and topics of relevance pertinent to the topic of IS backsourcing. For additional 

follow-up questions while discussing the pre-defined topics, we used listening methods and improvisation as 

recommended by Myers and Newman [25]. Due to the differences in terminology applied in practice [27], we defined 

the term backsourcing at the beginning of each interview. This approach reduces the risk associated with the ambiguity 

of terms in order to avoid that the interview partner might not completely understand the questions or used terminology 

[25]. For every interview the interviewer created detailed minutes and analyzed subsequently to summarize key 

arguments and opinions. 

4.2 Findings  

To structure the findings from the interviews, we applied the same set of three categories used to conduct the 

interviews. Of the identified and contacted participants, 16 (27%) accepted to participate in an interview, which were 
scheduled between February and April 2018. Most of the participants were consultants, either employed at IS 

consulting companies or working as independent advisors. The sample of participating experts underlies a certain bias 

based on the individual's interest to participate in the interviews. This might partially explain the high share of 

consultants within the participants, and potentially also the Europe-focused selection of experts. Table 2 shows the 

geographic background, field of work, and job profile of the interview participants.  

 

Table 2. Interview participants and their background 

ID Region Country Field of work Job profile 

P01 Europe Germany Consultant Leading position at IS consulting company  

P02 Europe United Kingdom Consultant Leading position at IS consulting company  

P03 NAFTA Canada Consultant Independent IS sourcing advisor 
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ID Region Country Field of work Job profile 

P04 Europe Germany Consultant Leading position at IS consulting company 

P05 Europe United Kingdom Consultant Independent IS sourcing advisor 

P06 Europe Germany Consultant Leading position at large consulting company, focusing on IS 

P07 Europe Netherlands Industry company IS sourcing manager at industry company 

P08 Europe Italy Consultant Independent IS sourcing advisor 

P09 Europe Germany Consultant Independent IS sourcing advisor 

P10 Europe Austria Consultant Independent IS sourcing advisor 

P11 Europe Germany Consultant IS sourcing manager at industry company 

P12 Europe Netherlands Consultant Independent IS sourcing advisor 

P13 Europe Germany Consultant Senior manager at large consulting company, focusing on IS 

P14 Europe Netherlands Consultant Freelance IS sourcing project manager 

P15 Europe Germany Consultant Independent IS sourcing advisor 

P16 Europe Germany Consultant Leading position at IS consulting company 

 

Perceptions on IS backsourcing 

Participants’ personnel perceptions of IS backsourcing were either based on individual experiences from supporting 

backsourcing projects in various industries, e.g., banking, retail, or automotive sector, or from closely following 

industry discussions and trends. While conducting the interviews, we observed clear differences between the experts’ 

opinions, from strong supporters of backsourcing (“if you are big enough, you should be good enough to do it inhouse”) 

to sceptics (“backsourcing is backward-looking”; “rather fix the problems of your outsourcing relationship”).  

To contextualize a potential backsourcing trend, the interviewed experts often referred to first generation outsourcing 

contracts, when companies outsourced large parts or their entire IS operations to IS vendors, often within joint-ventures 
or in separate organizations. These transitions often came with shortcomings, for example, badly designed contracts, the 

reduction of internal control and governance structures, and unrealistic business case expectations [4, 34]. This led to 

some large backsourcing events (e.g., JP Morgan Chase and Sainsbury’s in 2005), and correspondingly an increase in 

public attention about this topic [38, 39]. According to the interview participants, the general trend towards outsourcing 

of IS services however was not changed by these lighthouse cases.  

Based on the experts’ perceptions, many companies have learned from their initial mistakes, and have subsequently 

created more robust outsourcing relationships, e.g., with termination clauses, shorter contract durations, and stricter and 

more clearly defined SLAs (Service Level Agreements). Also, they created more realistic business cases and at the 

same time improved their internal governance, for example, with an efficient retained organization to manage and 

control their IS vendors.  

According to the experience of the interviewees who have supported or implemented backsourcing transitions, many 
companies decide to first repatriate the previously outsourced services after terminating the outsourcing contract, often 

accompanied by much press attention. Then, they selectively outsource parts of the backsourced services afterwards to 

other IS vendors. Especially generic functions, for example, datacenter or network operations, are often outsourced 

again afterwards, while more strategic, business-critical functions are kept in-house. This also connects to arguments 

stated by the experts which emphasized the conscious differentiation between services suitable to be outsourced and 

services to perform in-house.  
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Reasons for and against IS backsourcing 

All interviewed experts had their clear perspective on reasons why companies decide for or against backsourcing their 

IS services. Depending on their general attitude towards the topic, either the reasons for or against dominated in the 

answers. Fig. 3 provides an overview of the stated arguments, which will be discussed in the following. The numbers in 

brackets indicate the number of experts who mentioned the respective reasons based on their general experience from 

supporting backsourcing decision processes during their professional career. Corresponding to the aim of our research 

to gain a better understanding into the general perspective from practitioners on the topic of IS backsourcing, at this 

stage of our research we did not focus on specific projects, but rather on the overall perception of the research topic. 

 

 

Fig. 3: Reasons for and against backsourcing as mentioned by interviewed experts 

 

(1) Reasons for backsourcing: Based on the conducted interviews, we could identify five key reasons why companies 

decide in favor of backsourcing. First, companies aim to achieve cost savings, which are justified for example by 

possibilities to increase efficiency and automation when performing the services in-house. Also, experts stated the high 

costs associated with change requests, e.g., for software maintenance and development, leading to higher than expected 

costs within the outsourcing setting. Additionally, companies could avoid paying for the additional profit margin 

obtained by the IS vendor. A second reason is the aspiration to increase quality or performance of the IS services, 

which is often based on a dissatisfaction with the status quo. Third, companies are trying to improve the collaboration 

between IS and business departments, for example, the service orientation, or the control over the IS processes. 

Fourthly, the interviewed experts highlighted the importance of decision makers’ personal preferences in the decision. 
According to their experience from supporting backsourcing projects, decisions are often motivated by previous 

experience, personal attitudes, or also a perceived need from the management to demonstrate change within the 

organization. This reason was stressed by many experts as very important, since it might bias decision makers’ 

perception of the significance of other reasons. Lastly, regulatory requirements can drive companies towards bringing 

their IS back in-house, for example to comply with stricter data privacy laws. 

(2) Reasons against backsourcing: From the interviews, we synthesized four reasons often preventing companies from 

backsourcing. First, missing staff often forms a large obstacle for companies, since they do not have the required staff 

inside their organization, and since they also have difficulties in recruiting the required resources on the labor market. 

Often, companies already struggle to replace retiring employees and are thus reluctant to aim for further growth of their 

IS workforce. Second, companies lack relevant IS knowledge, and thus are not able to properly define their future IS 

sourcing strategy or have troubles in managing the transition. A third reason are high switching costs related with the 

backsourcing decision, for example, to build up own infrastructure, or to cover arising contract penalties. Lastly, 
missing support from the provider can prevent companies from backsourcing, for example due to a lack of 

documentation, or a non-cooperative behavior regarding the know-how transfer. 
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Adjacent trends and topics 

To expand our focus and to identify links with adjacent research fields, we additionally asked the interviewed experts 

about current trends and topics pertinent to the sourcing of IS. Based on the responses in the interviews, we could 

identify five emerging themes which we will introduce in the following. While conducting the interviews, we observed 

a high concordance of the experts' answers towards these five themes. While those trends do not create a holistic 

overview of all trends within the IS sourcing landscape, we argue that they provide a helpful overview for other 

researchers.  

Selective sourcing: Companies are more frequently sourcing smaller IS work packages from an increasing number of 
IS vendors. This is often driven by business departments, which aim for specialized vendors for each functionality, and 

are less concerned about the overall IS supplier landscape of the company. This trend consequently reduces the 

incidents of large outsourcing contracts with one vendor responsible for provisioning the majority of IS related services, 

which can be observed in the practice [40].  

Challenge of service integration: Connected to the growth in selective sourcing, companies are facing an increased 

challenge of successful service integration. Due to the multitude of interfaces between IS vendors, applications, and 

involved business departments, companies must carefully manage the integration of all services. In the past, when the 

company had one or few large outsourcing vendors, this role often was fulfilled by them as part of their contractual 

scope. Therefore, the experts observe that many companies are building up their service integration capabilities in-

house to cope with this challenge and facilitate a more selective sourcing strategy.  

Standardization/move towards the cloud: The interviewed experts all stated an increase in standardization of 
software products, often accompanied by a move towards the cloud. This leads to a fundamental change of the 

application landscape at large companies. Experts observe an increased implementation of standardized software 

solutions developed by large software companies (e.g., Salesforce, Oracle) often delivered from a cloud infrastructure, 

and a further decrease in special software applications developed to the requirements from individual companies. For 

companies, this approach usually offers faster roll-out times and facilitates access to best-in-class technology. 

Choice of location: During the interviews, many experts indicated that companies who had outsourced their IS 

provisioning to offshore locations, for example India, are often reconsidering their choice of sourcing location in 

subsequent sourcing decisions. Unsatisfying experiences, for example, due to cultural differences or large time 

differences, often combined with unrealistic expectations from the outsourcing companies lead to preferences to 

sourcing in nearshore countries, or even onsite locations [41]. In many cases, nearshore countries still offer advantages 

like lower labor costs than those in the home country, but overcome potential disadvantages of the offshore locations. 

This also matches arguments seen in the academic literature [42]. 

Increase in agile development: Experts also discussed IS sourcing in the context of the continuing increase in 

implementing agile software development methods. Since this requires a closer collaboration between the business 

departments as product owners or sponsors and developers, some companies are repatriating their IS to allow for more 

agile development, especially in strategically important functions. However, the experts stated that in practice, agile 

development was also successfully implemented in outsourcing settings, when companies avoid common pitfalls like a 

mismatch between the commissioned scope of the outsourcer and needed capabilities on the project, or missing 

interfaces with the business departments.  

5. Comparison of findings  

After separately introducing the findings from each source of data, namely academic literature, practitioner literature, 

and expert interviews, we will now compare the findings. We will especially focus on three main categories, (1) scope 

of (back-)sourcing, (2) reasons for backsourcing, and (3) reasons against backsourcing. Table 3 displays the three 

categories and main aspects which we will discuss in the following paragraphs. 
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Table 3. Comparison of findings from literature analysis and expert interviews  

  Expert interviews Academic literature Practitioner literature 

(1) Scope of 
backsourcing 

 Differentiation between services 
suited for  
o Outsourcing: e.g., main-

tenance, datacenter, etc. 
o In-house/backsourcing: e.g., 

architecture, service  
integration, etc. 

 Conscious sourcing decisions 

 Mostly "in or out"-
view 

 Limited 
consideration of 
scope/differentiation 
between services 

 Limited discussion in 
purely backsourcing 
focused literature, but 
addressed in general IS 
outsourcing articles 

(2) Reasons for 
backsourcing 

 Cost savings  
 Better quality 
 Improved collaboration 
 Personal preferences 
 Compliance with regulatory 

requirements 

 High concordance 
with the category 
expectation gaps 

 No/less mentioning 
of personal 
preferences and 
regulatory 
requirements 

 High concordance of 
key reasons; mainly 
cost, quality and 
control 

 Personal preferences 
less cited in literature 

(3) Reasons 
against 
backsourcing 

 Missing staff (internal/external) 
 Lack of relevant IS knowledge 
 High switching costs  
 Missing support from provider 

 Good match with 
identified back-
sourcing barriers, e.g., 
lock-in and know-
ledge/resource gaps 

 No/very limited 
discussion within the 
practitioner literature 

 

(1) Scope of (back-)sourcing: Within the expert interviews, we observed that most experts stressed a required 

differentiation regarding the scope of the sourced IS services. Instead of arguing for a general out- or insourcing of IS 

services, the experts emphasized the importance of distinguishing between services suited for outsourcing, for example, 

maintenance or operation of datacenters, and services which should be performed in-house, for example architecture or 

service integration. Consequently, these services are suited for backsourcing if currently outsourced to an external IS 

vendor. Further, we can conclude that the experts are reflecting many aspects connected to the sourcing decision and 

call for more conscious sourcing decisions for each separate function. 

In contrast, when analyzing the academic literature on IS backsourcing, we mostly found publications discussing an in-

or-out view, and therefore no differentiation between the suitability of individual services for backsourcing. Therefore, 

we conclude that the backsourcing-focused academic literature has shortcomings in considering the functional scope of 

backsourced services, since most authors do not address the differentiation between services as emphasized by the 

interviewed experts.  

Similarly, in the reviewed practitioner literature on IS backsourcing, there are only limited discussions regarding the 

scope of (back-)sourcing. However, when looking beyond on practitioner literature considering IS sourcing in general, 

we do observe similar arguments as collected in the expert interviews.  

(2) Reasons for backsourcing: Comparing the reasons for backsourcing, we generally notice a high concordance 

between all three sources of data. Especially the most important and most discussed reasons around costs, quality, and 

control/collaboration could be observed in each source. While practitioner literature mostly discusses those key reasons, 

academic literature aims to identify a broader range of all potential reasons, for example, changes within the internal 

organization or consequences from mergers and acquisitions [27]. This matches the academic aspiration towards 

exhaustiveness and accuracy [18] while practitioners rather put focus on the topics of largest relevance to them.  

Within the expert interviews, we also observe a concentration of fewer, and more essential reasons, matching those 

from the practitioner literature. However, we observed two reasons less cited in the academic and practitioner literature, 
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namely decision makers’ personal preferences and the compliance with regulatory requirements as driving force for 

backsourcing. Especially the great importance of personal preferences of the decision makers, e.g., based on previous 

experience, personal attitudes, or the perceived need to demonstrate change within the organization was a new result 

from the expert interviews. Even though personal preferences are currently not frequently mentioned in the academic 

literature on IS backsourcing, some researchers have previously discussed this topic. For example, McLaughlin and 

Peppard [33] argue that personal experience could bias decision makers in future sourcing decisions. Those preferences 

could be, for example, based on past experience with backsourcing, insourcing, or outsourcing [43]. The increasing 

importance of regulatory requirements as a driver of backsourcing decisions can be explained by stricter standards 

introduced by regulatory bodies, e.g., the Basel regulations for the banking sector in Europe [44, 45].  

(3) Reasons against backsourcing: The high concordance between the three sources changes when looking at the 

reasons against backsourcing. Especially within the practitioner literature, we could find only very few discussions 

regarding potential reasons against backsourcing. This could be attributed to the fact that most of the practitioner 

publications can be characterized by their descriptive type. Therefore, they report on cases were companies decided in 

favor of backsourcing and thus do not discuss reasons against backsourcing [27]. Comparing academic literature and 

expert interviews, we generally observe a good match between reasons stated by the experts and the identified 

backsourcing barriers within academic publications, for example lock-in effects and knowledge and resource gaps. 

6. Discussion 

Reflecting on RQ1, which discussed the concordance between the perceptions of sourcing experts on IS backsourcing 

and the available literature, we can conclude that in general, there is a good match between all sources of data. This 
supports previous academic contributions in the field of IS backsourcing. At the same time, there are some noteworthy 

differences, for example, the importance to differentiate between services suited for out- or insourcing, which was 

emphasized by the interviewed experts. In addition, we observed certain differences among the reasons for and against 

backsourcing, for example, the significance of personal preferences of the decision makers.  

Generally, we conclude that the topic of IS backsourcing is relevant to companies. However, a certain degree of 

outsourcing will most likely always remain. In addition, companies as well as individuals have gained substantial 

sourcing experience over the last decades. Thus, they are continuously improving their sourcing setup and strategy, for 

example by strengthening their vendor management organization or by increasing internal know-how which might lead 

to less backsourcing based on dissatisfaction or wrong expectations. An additional option could be to set up shared 

service centers in on- or offshore locations with internal resources, but with the possibility to achieve benefits like 

efficiency, cost savings, or better access to labor [46]. Also, the discussed trend towards more conscious, and – with 

respect to scope and volume – smaller outsourcing decisions could reduce large backsourcing transitions in the future. 
However, due to the increasing strategic importance of IS [8], we are still expecting that companies will backsource 

certain functions to increase control and flexibility.  

After the detailed discussion and comparison of the utilized sources of data, we can draw conclusions regarding the 

overall IS backsourcing process. Consistent with RQ2, we have created a comprehensive framework to display all 

elements of a backsourcing transition, shown in Fig. 4. Our objective was to connect all elements which are part of a 

backsourcing process and which we have identified by reviewing the existing literature on IS backsourcing and by 

additionally consolidating opinions from sourcing experts. By doing so, we extend previous academic contributions, for 

example by McLaughlin and Peppard [33], Veltri et al. [4], and Wong [34], who already presented different 

backsourcing frameworks in their works. Based on our research findings, we can enhance those contributions with 

additional aspects connected to backsourcing transitions.  

At this point, we will briefly introduce the main elements of the framework, and then discuss three topics more detailed 
as potential future research opportunities. In the middle of the illustration, we displayed the temporal sequence of 

different sourcing decisions. Initiating from the first sourcing decision on the left, typically characterized by outsourcing 

large volumes to one or few vendors, follows the second sourcing decision. At this point, a company takes the decision 
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to backsource or not, which is influenced by organizational factors and individual factors. Here, especially individual 

factors like sourcing experience and external influence extend previous academic publications, whereas organizational 

factors are mostly a result from analyzing the existing literature. Further, the framework in Fig. 4 considers the 

importance of differentiating between backsourcing entirely, backsourcing parts of the outsourced IS services, and 

continuing to outsource. This aspect also enhances the existing research cited above. The second sourcing decision can 

then be followed by n further, maybe less significant sourcing decisions, often characterized by sourcing of selective IS 

services triggered by business departments. 

 

 

Fig. 4: Comprehensive overview of elements connected to a backsourcing transition 

 

Based on the introduced overview of elements connected to an IS backsourcing transition, we suggest three potential 

research opportunities to further contribute to the existing research. Drawing upon our review of the existing body of 

academic literature in this field combined with the connection to IS sourcing practitioners, we introduce those research 

topics to provide an impulse for future researchers. This approach follows the recommendations by Benbasat and Zmud 

who suggest to also look at practice to discover topics for future research [19].  

(1) Re-evaluation of sourcing decision: A first research topic could be the examination of the decision to backsource 

with the objective to determine why a company would re-evaluate and change its previous decision to outsource. We 

argue that this re-evaluation is driven by the sourcing history of the company and the experiences and lessons learned 

during the outsourcing relationship. Different influencing factors, for example, organizational factors and individual 
factors, could thus lead to a change in the sourcing strategy. This research topic could possibly extend existing work on 

IS outsourcing decisions, for example the frequently cited descriptive model by Lacity et al. [47], with backsourcing-

specific factors. Also, further research could extend the research from Whitten and Leidner [48], who tested the 

influence of service quality, product quality, relationship quality, and switching costs on the decision to switch vendors 

or to backsource amongst top executives in the US. Lastly, we see the opportunity to follow Foerstl et al. [49], who 
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discussed reshoring in the field of manufacturing, and proposed to further investigate specific drivers of backsourcing 

decisions based on Transaction Cost Economics and Organizational Buying Behavior Theory.  

(2) Backsourcing scope: Second, future research could focus on developing decision criteria to decide which services 

to repatriate as part of a backsourcing decision, and which services to leave in an outsourcing setting, either at the same 

vendor or by switching them to a new vendor. Potential influencing factors within the backsourcing context could be, 

for example, a different strategic positioning of the IS function or desired changes in the collaboration model. While 

working on this topic, researchers could build upon existing theoretical foundations on (selective) outsourcing, for 

example by Grover et al. [50] or Lacity et al. [51]. 

(3) Backsourcing transition success factors: A third research topic we are proposing is the derivation of the required 

steps of a backsourcing transition after the decision was made, coupled with the identification of success factors 

companies should consider. This research could extend existing research on outsourcing transitions, for example by 

Beulen et al. [52] or on the successful switching between vendors, for example, by Chua et al. [53]. Additionally, it 

could enhance first academic contributions within the IS backsourcing literature, for example by Butler et al. [54] or 

Bhagwatwar et al. [55]. Findings could be tested within qualitative case studies with employees from companies that 

have backsourced IS services. 

7. Conclusions and limitations  

Our objective for this paper was to determine how the perceptions from IS sourcing experts on IS backsourcing matches 

the available literature on the same topic. Additionally, we aimed to determine all aspects connected to an IS 

backsourcing transition to identify further opportunities for research. At first, we presented the underlying methodology 
and findings from two previously conducted literature analyses examining both the academic and the practitioner 

literature on IS backsourcing. Within the academic literature, three major research themes could be identified, namely 

motivators for backsourcing triggering a re-evaluation of the sourcing setup, decision factors which positively or 

negatively influence the backsourcing decision, and implementation success factors. For each theme, we presented the 

constituting aspects found in the academic literature. Similarly, we discussed results from reviewing practitioner 

literature on IS backsourcing. Here, the identification of reasons for backsourcing is the main theme discussed in the 

retrieved publications. A remarkable fact we observed is the different terminology applied in both literature types: while 

academic literature mostly uses the term backsourcing, practitioner literature mostly applies the terms back in-house or 

insourcing. 

In a second step, we presented findings from a series of qualitative interviews with IS sourcing experts. During the 

interviews, we could observe clear differences between the experts, from backsourcing sceptics to strong backsourcing 

supporters. Based on their perceptions, the first companies which performed backsourcing were correcting 
shortcomings often based on missing experience when entering first generation outsourcing contracts. At the same time, 

companies still rely on outsourcing for many IS functions, and have created more robust, better functioning outsourcing 

relationships. The experts confirmed that backsourcing is happening and relevant in practice, and discussed several 

reasons for and against backsourcing. Arguments for backsourcing are, for example, cost savings and improvements of 

quality or collaboration. Further, personal preferences or regulatory requirements can lead towards a backsourcing 

decision. In contrast, stated reasons against backsourcing were missing staff and IS knowledge, high switching costs, 

and missing support from the provider. Additionally, we were also able to identify adjacent trends within IS sourcing in 

general, for example the growth in selective sourcing and thus the increased challenge of service integration, or a more 

conscious choice of location to balance cultural fit and benefits from lower labor costs.  

In a last step, we compared the findings between the three introduced sources of data. We concluded that the experts 

had a stronger emphasis on the importance to differentiate between services suited for out- or insourcing, whereas the 
literature mainly took an in-or-out view, without considering the scope of backsourcing or differentiating between 

services. When comparing the reasons for backsourcing, we observed a high concordance between all three sources 

regarding the main reasons to backsource. The practitioner literature focuses on stating the key reasons, while academic 
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publications aim for exhaustiveness by identifying all possible reasons. Two new reasons emerged during the expert 

interviews, which were less found in the literature, namely the importance of managers’ personal preferences in the 

sourcing decision, and the need to comply with regulatory requirements. Comparing the reasons against backsourcing 

between the different sources of data, the concordance is reduced. Practitioner literature contains very limited 

discussions on reasons against backsourcing. When only looking at the expert interviews and academic literature, we 

generally see a good match between the stated reasons. 

Overall, our contribution is twofold. For the academic community, the main implications stem from the three outlined 

avenues for further research. By combining academic literature with both practitioner literature and expert interviews, 
we were able to draw an IS backsourcing framework, spanning from the original (out-)sourcing decision to the 

successful repatriation of the services. This approach allowed us to identify opportunities to extend the existing body of 

research on IS backsourcing. Second, the implications for practitioners originate from the aggregation and comparison 

of practitioner-focused literature and practical experiences from sourcing experts, for example, on key reasons to 

backsource or about connected trends and developments. Additionally, in the future practitioners could benefit from an 

even more practitioner-oriented academic research based on the recommendations within this contribution. 

Our research has several potential limitations, which should be considered. Despite a systematic approach to identify 

the set of relevant experts for the qualitative interviews, which included a thorough search within the leading career 

networks and a screening of the candidates’ profiles, we might have missed relevant experts in the field. Further, since 

not all the contacted experts were willing to participate in the interviews, we omitted additional opinions leading to a 

potential non-response bias. A further bias could stem from the professional experience of the experts, who often advise 
companies in outsourcing assignments, and thus are potentially inclined to favor outsourcing over insourcing. However, 

in total we consider the approach of selecting and interviewing experts in our research as appropriate and robust to 

identify the perceptions of sourcing experts on the topic of IS backsourcing.  

A further limitation could be found in the temporal difference between the literature publication dates and the dates of 

conducting the interviews. The search period for the analyzed literature were the last 20 years, from 1997 to 2017, 

whereas the interviews were conducted between February and April 2018. This might lead to new perspectives, for 

example, regarding the reasons for or against backsourcing, or the topicality of certain trends. For example, the 

compliance with regulatory requirements as reasons for backsourcing identified in the expert interviews might be based 

on recent regulatory changes, and was thus not reflected in earlier publications. While this fact might be a limitation 

from one standpoint, we argue that it is justifiable since it also enables us to contribute new arguments relevant to 

practitioners to IS research. Therefore, it contributes to increase the relevance of academic research for practitioners, 

which is a frequently named shortcoming of IS research.  

Additional limitations could stem from the two previously published literature reviews, which are expanded in this 

contribution. For example, those literature reviews might not have retrieved all relevant material on the topic of IS 

backsourcing within academic and practitioner literature. Further relevant practitioner literature might have only been 

published as internet articles or as reports from consulting companies, and may have been ignored by the utilized 

databases. Additionally, we focused on selected databases during the literature retrieval, leaving the possibility to miss 

further publications only listed in other databases. 

Overall, we are convinced that our contribution follows an appropriate and robust research approach and methodology 

despite the mentioned limitations, and thus provides a benefit to both the academic and the practitioner community. 
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1. Introduction 

Aspects concerning the management of project risks, focusing predominantly on tooling [1, 2] and interpersonal [3] 

issues, have been described in detail in the literature. Managing project portfolio risks, however, is a relatively new area 

of interest. Based on Markowitz’s studies [4], a portfolio can be defined as a collection of projects, the value of which 

can be maximised at acceptable risk levels when they are managed together [5] (p. 97). An analysis of the literature 

shows that managing project portfolio risks is much more complex than managing project risks [6]. Studies emphasise 

the importance of limiting the implementation of traditional risk management, which is oriented towards single projects 

in a multi-project environment [7]. A traditional approach does not take into account the risk that arises from the 

collection structure or the risk resulting from potential relationships between the projects found within the collection [8, 

9] (p. 85). Identifying risks for projects implemented as part of a portfolio can be done at once. This improves the 

efficiency with which project portfolio risks can be managed [10]. In discussing this issue, it is important to point out 

the significant outlays, which are made with respect to managing risks, and correlate them with expected results [11]. 

Therefore, one can state that the proper management of project portfolio risks leads to a potentially lower likelihood of 

errors and failures, which in turn leads to a higher likelihood of project portfolio success [12, 13]. From a managerial 

point of view, it needs to be said that managing risks requires a comprehensive overview of the whole portfolio. Should 

the manager lack such an approach, they may have a problem with monitoring risks on the portfolio level [7]. Managing 

risks thus demands unique competences from the part of the manager, which will shape the desired behaviours of the 

organisation members [14–16]. An analysis of the literature produced four interesting research questions:  

 RQ1 – what are the risk categories obtained from exploratory factor analysis based on the following 

variables: the likelihood of risk occurrence and the risk’s impact on portfolio objectives? 

 RQ2 – which of the categories identified will include the risk with the highest likelihood of occurrence? 

 RQ3 – which of the categories identified will include the risk with the greatest impact on portfolio 

objectives? 

 RQ4 – is the empirically obtained categorisation of project portfolio risks coincident with the categorisation 

most frequently appearing in the literature, i.e. structure, component and overall risks? 

Answering the above questions would allow for the identification and naming of project portfolio risks. It would also 

facilitate the identification of the category of risk within a project portfolio that has the highest likelihood of occurrence, 

as well as of the risk that has the greatest negative impact on the project portfolio’s objectives. 

The article is structured as follows. The first part presents the theoretical aspects of project portfolio risk management. 

The second presents the method to identify project portfolio risks and its results. The third part contains the findings of 

research on project portfolio risk categorisation (i.e. the characteristics of the research sample and research results). The 

article closes with a presentation of the conclusions from the conducted research and a discussion on their importance 

for the management of a project portfolio. 

2. Portfolio risk management – theoretical background 

The management of project portfolio risks has gained increasingly more attention from researchers [10, 13, 18, 19, 20]. 

As already mentioned, the origins of portfolio management can be traced to the works of Markowitz, which were rooted 

in the context of equity investments. Portfolio management later found its way into the development of new products 

[21] and into the field of project management [6, 22]. Applied to project portfolio management, portfolio theory 

concerns the constant allocation of resource choices, taking into account the interdependencies between projects. 

Guidelines for managing project portfolios have been included in special studies [9, 23]. Companies adapt those 

guidelines, written into standards, to the organisational solutions implemented in their structure. A project portfolio is a 

collection of single projects and programmes that are carried out under a single sponsorship and typically compete for 

scarce resources [24]. Focus is on the alignment of the projects and programmes with the organisation's strategy and the 

balancing of the project portfolio regarding risks and benefits [9, 17]. The task of project portfolio management 
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involves the management of resources and other constraints, the coordination of the group of projects, and the 

management of the interfaces between projects [8, 25].  

Risk is defined as an uncertain event or condition that, if it occurs, has a significant positive or negative effect on at 

least one strategic portfolio objective [9] (p. 85). In discussing risk management, it is necessary to consider two 

important aspects. The first is understanding and defining the notions of uncertainty and risk. Knight and Frank make a 

distinction between measurable uncertainty (which can be considered risk) and immeasurable uncertainty [26]. One can 

assume that risks relate to events which are either perceived or perceptible, and the likelihood of which can be 

estimated. The ongoing discussion in this field of study is crucial for the perception of risk either as a consequence of 

uncertainty or as a separate notion in its entirety, which defines a wholly independent phenomenon [27]. It seems 

appropriate to consider risk as a situation in which the result of the actions undertaken is not known. This way of 

defining risk allows us to distinguish between two basic notions of risk: negative (unilateral) risk and neutral (bilateral) 

risk. A negative perception of risk involves associating this notion with a negative event: danger, damage or loss. A 

neutral approach to risk means that it is perceived as neither negative nor positive [28]. The Project Management 

Institute describes three categories of portfolio risk (i.e., structure, component and overall risks). Structural risks are 

those associated with the composition of the group of projects and the potential interdependencies among components. 

Component risks are risks that the project manager needs to escalate to the portfolio level for information or action. 

Overall risks consider the interdependencies between projects and are, therefore, more than just the sum of individual 

project risks [9] (pp. 85–86). This approach to categorising project portfolio risks has been preliminarily adopted in this 

research. 

The issue of project risk management has been covered both in terms of methodology and tooling [1, 2, 29]. Apart from 

that, there are studies which bring a methodological approach to project risk management in SMEs [30]. The 

management of risks at the portfolio level may enhance the effectiveness of risk management compared to the 

independent consideration of risks at project level [5, 8]. Considering the relationships between individual projects in 

managing risks at the portfolio level makes it possible to find solutions which will significantly contribute to lowering 

the likelihood of negative impact on the entire portfolio. At the same time, such solutions would not be viable when 

applied to single projects. Furthermore, it can transpire that while the manager of a single project assesses a given 

situation to be wholly negative considering its negative impact on the scope, time and cost of the project, its effects on 

the portfolio as a whole may be positive, and the losses made in one project compensated by gains in another. 

A comprehensive overview of project portfolio risks produces new opportunities for preventive actions, which would 

minimise the likelihood of the risk materialising, as well as actions which would diminish the effects of a negative event 

on the project portfolio. An analysis of the available studies on portfolio risk management shows that this issue is 

discussed both from a theoretical and an empirical perspective. Pellegrinelli was the first to address this issue. He 

differentiated between risk management on project level and risk management on programme level, pointing out that 

programme risk management is a much broader problem and requires a different approach [6]. Olson mentioned 

differences between risk management on project level and risk management on portfolio level [8]. Sanchez, in turn, 

made a theoretical model for risk management on the level of project portfolios [5]. As mentioned before, certain 

studies address the management of project portfolio risks from an empirical point of view. In his studies, Teller presents 

a broad empirical account of the impact of formalisation and risk management quality on the success of a portfolio [10, 

18]. More recent studies take a theoretical and empirical approach to selecting portfolios and establishing their structure 

in the context of portfolio success [31, 32]. Further, a separate strand of research on portfolio risk management studies 

the specific nature of managing project portfolios in engineering [33, 34] and IT projects [35, 36]. Finally, Guan and his 

team suggested an interesting way to reduce risk in project portfolios based on the Bayesian network structure learning 

algorithm and the set theory [37].  
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3. Project portfolio risk identification 

Recent studies have facilitated the selection and identification of risks specific to a project portfolio [5, 7, 8, 12, 13, 14, 

15, 16, 17, 19, 25, 31, 32, 33, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50]. All identified risks were classified into 

three categories, as suggested in the literature (component, structural and general risk) [9]. They were, then, evaluated 

by experts in accordance with the Delphi method [51, 52]. Four experts in the field of project management were invited 

to participate. The expert evaluation of the list of risks developed by the study was conducted in the first half of 2014 

and involved six evaluation rounds. Each assessment round lasted for two weeks and was moderated by a designated 

member of the research team [53]. The criteria for selecting the experts ensured competent assessment, as well as a 

critical view of the conceptual value of the list of risks (i.e. correctness of the proposed names and descriptions, proper 

classification of risks and the level of completeness of the list). 

 

Table 1. List of project portfolio risks [53] 

Component risks Structural risks Overall risks 

1.1 Significant changes in the project or 

programme environment 

1.2 Change in an approach of key project or 

programme stakeholders 

1.3 Significant change in the basic 

parameters of particular portfolio elements 

1.4 Improperly defined priorities for 

particular portfolio elements 

1.5 Disturbances in information flow and 

communication within the portfolio 

elements 

1.6 Ignoring risks by portfolio element 

managers 

1.7 Lack of developed methodical standards 

within the scope of portfolio element 

management 

1.8 Improperly operating steering 

committees of projects, project groups and 

programmes 

1.9 Conflicts between project and 

programme managers within the portfolio 

1.10 Conflicts between portfolio element 
managers and the parent organisation’s 

decision-makers 

1.11 Improper competencies of project and 

programme managers 

1.12 Risks arising from the application of 

innovative technical and material solutions 

in the portfolio elements 

 

2.1 Too large a portfolio from the point of 

view of the  portfolio executors’ capacity 

2.2 Significant portfolio fragmentation 

2.3 Overly complicated hierarchical 

structure of portfolio management 

2.4 Significant portfolio homogeneity 

2.5 Portfolio diversity range too wide from 
the point of view of portfolio executors’ 

applied capacity 

2.6 Mismatch between the portfolio 
structure and the parent organisation’s 

strategy 

2.7 Improper portfolio balance 

 

3.1 Lack of transfer of information and 

knowledge among the portfolio elements 

3.2 Improper control over life cycles of 

projects and programmes 

3.3 Unavailability of resources necessary to 

execute works within the portfolio 

3.4 Lack of coordination of the involvement 
of key resources in the execution of the 

portfolio  

3.5 Relationships among products created 

by the portfolio elements 

3.6 Problems with access to the portfolio 

financing capital 

3.7 Possibility of the lack of financial 

liquidity within the portfolio 

3.8 Portfolio financing collapse 

3.9 Non-compliance of a key element 

strategy with the portfolio’s strategy 

3.10 Conflicts among objectives of projects 
and programmes executed within the 

portfolio 

3.11 Conflicts between portfolio managers 

and portfolio element managers 

3.12 Lack of involvement of top-level and 

middle-level managers in portfolio 

execution 

3.13 Lack of appropriate competencies of 

the portfolio manager and of the portfolio 

support structures 

3.14 Risks arising from the unknowns at the  

cost estimation of the execution of selected 

portfolio elements 
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Component risks Structural risks Overall risks 

3.15 Risks related to the personnel stability 

of the portfolio managing team and the 
possibility of losing key portfolio element 

managers 

3.16 Lack of developed methodical 
standards within the scope of portfolio 

management 

3.17 Formulation of fixed-price contracts 

for the portfolio elements 

 

The research methodology adopted by the team assumed a compromise between providing the experts with adequate 

freedom to modify (or submit new proposals for) the names and descriptions of risks, add risks and move risks within 

categories as required, and acquiring information on how to adjust the available statistical tools to suit expert consensus. 

Upon reaching consensus, the experts recommended 36 risks specific to the project portfolio: 12 in the component risk 

category, 7 in the structural risk category, and 17 in the general risk category (see Table 1). 

4. Project portfolio risk categorisation 

4.1 Sample description and research method 

Under the next research phase, the likelihood and impact of each identified risk on the project portfolio was assessed. 

This assessment was made by respondents with professional experience in programme and portfolio management. The 

request to complete the questionnaire was sent to managers with an international certificate confirming their 

competence in project management. Contact details were obtained from local branches of international organisations 

associating professionals with project management. A request for participation in the assessment of the above variables 

for each identified risk of the project portfolio was addressed to a group of 400 managers. The scope of the research 

covered the territory of Poland. 73 respondents (that is to say, 18% of all respondents) assessed portfolio risk. Within 

the group of respondents who made the assessment, women constituted 16% of the professionals examined. 8% of 

respondents had 16–25 years of professional experience in the management of multiple projects, 15% had 11–15 years 

of experience, 47% had 5–10 years of experience, while 30% had less than four years of experience. Within the 

assessing group, 64% of the experts worked for service companies, 21% worked for manufacturing companies, while 

11% worked for mixed-profile companies. 62% of all respondents were employed in large enterprises (over 250 

people), 18% in medium enterprises (employing 50–249 people), and 21% in small enterprises (employing less than 50 

people). In the group of respondents, 21% managed IT project portfolios. The research was carried out in 2015. 

Based on the characteristics of the survey participants, it may be argued that the sample included individuals with 

experience in the management of various project portfolios, both in terms of type, size and industry. It may also be 

argued that the results obtained may describe both the materiality level and also illustrate the relationships between risks 

for the full scope of the project portfolios. As mentioned above, experts in managing multiple projects assessed 36 risks, 

which were identified in the previous step by the Delphi method (see Table 1). According to the approach suggested in 

the literature, the operationalisation of each assessed risk included two variables: (1) risk likelihood, and (2) impact of 

the risk on portfolio goals [1 (pp. 143–145), 29 (pp. 91–93), 54 (pp. 242–252), 55 (p. 47)]. The variables studied were 

defined on an ordinal scale, with 1 denoting very low risk likelihood, 2 – low, 3 – average, 4 – high and 5 – very high 

risk likelihood. A variable – risk impact – was assessed on a scale, where 1 denoted very low impact of the risk on 

portfolio goals, 2 – low impact, 3 – average impact, 4 – high impact and 5 – very high impact. The Computer Aided 

Self-Evaluation Interviews (CASI) method was applied. The respondents assessed individual risks in a special 

questionnaire, which was posted on the website. It contained all the risks from the list, along with their names and 

description. Risks from the list were distributed in the questionnaire at random, in order to avoid suggesting the relevant 
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categorisation referred to in the literature (structure, component and overall risks) to respondents [9]. In order to answer 

the research questions posed at the beginning, an exploratory factor analysis was applied. The calculations performed 

took into account the likelihood of occurrence of a given risk in executing the project portfolio as a variable. The 

statistical procedure adopted for the research involved scree plots and varimax rotation [56]. 

4.2 Research results 

The implementation of the statistical procedure resulted in determining main factors. Implementing the Kaiser criterion 

[57] meant that the analysis was to be conducted for 11 factors (see Fig. 1).  

 

Fig. 1. Scree structure for the variable -  likelihood of project portfolio risk occurrence 

 

Appendix A contains the eigenvalues and rotated component matrix for all distinguished main factors. The statistical 

analysis allowed for classifying the 36 assessed risks to 11 factors (see Table 2). Total explained variance for the 11 

factors was 59%. The analysis was conducted using the method of maximum reliability with varimax rotation. The 

reliability of respondents’ evaluations was reviewed with Cronbach's α. In accordance with the interpretation provided 

in the literature, the value of this coefficient ranges from 0 to 1. The studies available state that Cronbach’s α values 

above 0.6 mean satisfactory reliability, above 0.7 – good reliability and above 0.9 – perfect reliability [58]. 

 
Table 2. Likelihood of risk occurrence – main factors 

Factor Portfolio risks Cronbach's α 

Factor 1 – Risks which may cause 
problems with controlling the 

project portfolio environment 

1.2 Changes in an approach of key project or programme stakeholders 

1.3 Changes in the basic parameters of particular portfolio elements 

1.5 Disturbances of information flow and communication within the portfolio elements 

1. 6 Ignoring risks by portfolio element managers 

1.11 Improper competencies of project and programme managers 

1.12 Risks arising from the application of innovative technical and material solutions in the 

portfolio elements 

3.1 Lack of transfer of information and knowledge among portfolio elements  

3.12 Lack of involvement of top-level and middle-level managers in portfolio execution 

0.825 
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Factor Portfolio risks Cronbach's α 

Factor 2 – Risks which cause 

problems with the proper 

structure of the portfolio 

2.3 Overly complicated hierarchical structure of portfolio management 

2.4 Significant portfolio homogeneity 

2.5 Portfolio diversity range too wide from the point of view of portfolio executors’ applied 

capacity 

2.6 Mismatch between the portfolio structure and the parent organisation’s strategy 

3.2 Improper control over life cycles of projects and programmes 

3.13 Lack of appropriate competencies of the portfolio manager and of the portfolio support 

structures 

3.15 Risks related to the personnel stability of the portfolio managing team and the 

possibility of losing key portfolio element managers 

0.761 

Factor 3 – Risks which cause 

anomalies among the project 

portfolio components 

1.1 Significant changes in the project or programme environment 

1.4 Improperly defined priorities for particular portfolio elements 

1.7 Lack of developed methodical standards within the scope of portfolio element 

management 

1.10 Conflicts between portfolio element managers and the parent organisation’s decision-

makers 

2.7 Improper portfolio balance 

3.14 Risks arising from the unknowns at the cost estimation of the execution of selected 

portfolio elements 

0.719 

Factor 4 – Risks which cause 

anomalies in the strategic 
management of portfolio 

financing 

3.8 Portfolio financing collapse 

3.9 Non-compliance of a key element strategy with the portfolio’s strategy 

0.743 

Factor 5 – Risks which cause 
anomalies in the management of 

material and financial resources 

3.4 Lack of coordination in the involvement of key resources for the execution of the 

portfolio 

3.5 Relationships among products created by the portfolio elements 

3.6 Problems with access to the portfolio financing capital 

0.574 

Factor 6 – Risks which result in 
interpersonal conflicts within the 

portfolio 

1.9 Conflicts between project and programme managers within the portfolio 

3.11 Conflicts between portfolio managers and portfolio element managers 

0.789 

Factor 7 – Risks which result in 
the limited accessibility of 

material and financial resources 

within the portfolio 

3.3 Unavailability of resources necessary to execute works within the portfolio 

3.7 Possibility of the lack of financial liquidity within the portfolio 

 

0.665 

Factor 8 – Risks which cause 

problems with the consistency of 

objectives within the project 

portfolio 

2.1 Too large portfolio from the point of view of the portfolio executors’ capacity 

3.10 Conflicts among objectives of projects and programmes executed within the portfolio 

0.334 

Factor 9 – Risks which cause 

portfolio fragmentation 

2.2 Significant portfolio fragmentation – 

Factor 10 – Risks associated  with 

fixed-price contracts for the 

portfolio elements 

3.17 Formulation of fixed-price contracts for portfolio elements – 

Factor 11 – Risks which cause 

methodological irregularities 

within the portfolio 

3.16 Lack of developed methodical standards within the scope of portfolio management 

1.8 Improperly operating steering committees of projects, project groups and programmes 

0.428 
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In regard to the variable of the likelihood of risk occurrence, Cronbach’s α for factors 8 and 11 was below the 

satisfactory level. Analysis of the eigenvalues for these factors and the total explained variance showed that these 

factors should be excluded from further analysis. As such, factors 8 and 11 were excluded from further stages of the 

analysis (see Table 3). 

 
Table 3. Explained variance and Cronbach’s α value for the likelihood of risk occurrence – main factors  

Factor Eigenvalues Explained variance Cronbach’s α 

Factor 1 7.344941 11.8% 0.825 

Factor 6 1.551096 4.1% 0.789 

Factor 2 4.564699 8.5% 0.761 

Factor 4 1.845396 5.2% 0.743 

Factor 3 2.490466 7.8% 0.719 

Factor 7 1.371455 4.1% 0.665 

Factor 5 1.677928 4.6% 0.574 

  Factor 11 1.038219 2.7% 0.428 

Factor 8 1.332244 3.5% 0.334 

Factor 9 1.177720 3.5% – 

  Factor 10 1.136058 3.2% – 

 

In regard to the variable of the impact of risk on portfolio objectives, the implementation of the Kaiser criterion [57] 

meant that the analysis had to be conducted for ten factors (see Fig. 2). Appendix A contains the eigenvalues and 

rotated component matrix for all distinguished main factors. 

 

Fig. 2. Scree structure for the variable - impact of risk on portfolio objectives 
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Using the impact of risk on portfolio objectives as a variable, the statistical analysis allowed for the classification of the 

36 assessed risks to 10 factors (see Table 4). The total explained variance for the impact of risk on portfolio objectives 

is 58.8%. As in the previous case, the analysis was conducted using the method of maximum reliability with varimax 

rotation. 

 

Table 4. Impact of risk on portfolio objectives – main factors 

Factor Portfolio risks Cronbach's α 

Factor 1 – Risks related to 

anomalies in project portfolio 

planning 

1.4 Improperly defined priorities for particular portfolio elements 

1.6 Ignoring risks by portfolio element managers 

1.7 Lack of developed methodical standards within the scope of portfolio element 

management 

1.8 Improperly operating steering committees of projects, project groups and programmes 

1.10 Conflicts between portfolio element managers and the parent organisation’s decision-

makers 

2.7 Improper portfolio balance 

3.3 Unavailability of resources necessary to execute works within the portfolio 

3.9 Non-compliance of a key element strategy with the portfolio’s strategy 

3.14 Risks arising from the unknowns at the cost estimation of the execution of selected 

portfolio elements 

0.701 

Factor 2 – Risks resulting from 

improper project portfolio 

structure 

2.2 Significant portfolio fragmentation 

2.4 Significant portfolio homogeneity 

3.4 Lack of coordination of the involvement of key resources in the execution of the 

portfolio 

3.5 Relationships among products created by the portfolio elements 

3.6 Problems with access to the portfolio financing capital 

0.643 

Factor 3 – Risks resulting from 

anomalies in project portfolio 

management 

1.12 Risks arising from the application of innovative technical and material solutions in the 

portfolio elements 

3.2 Improper control over life cycles of projects and programmes 

3.10 Conflicts among objectives of projects and programmes executed within the portfolio 

0.327 

Factor 4 – Risks resulting from 

anomalies in the transfer of 
information and knowledge 

within the project portfolio 

1.5 Disturbances of information flow and communication within the portfolio elements 

1.11 Improper competencies of project and programme managers 

3.1 Lack of transfer of information and knowledge among portfolio elements 

3.17 Formulation of fixed-price contracts for the portfolio elements 

0.639 

Factor 5 – Risks resulting from 

changes in the project portfolio 

structure 

1.3 Significant changes in the basic parameters of particular portfolio elements 

2.1 Too large a portfolio from the point of view of the portfolio executors’ capacity 

2.5 Portfolio diversity range too wide from the point of view of portfolio executors’ applied 

capacity 

2.6 Mismatch between the portfolio structure and the parent organisation’s strategy 

3.12 Lack of involvement of top-level and middle-level managers in portfolio execution 

0.581 

Factor 6 – Risks resulting from 

anomalies in managing project 

portfolio financing 

3.7 Lack of financial liquidity within the portfolio 

3.8 Portfolio financing collapse 

0.749 

Factor 7 – Risks resulting from 

changes in the approach of project 

portfolio stakeholders 

1.2 Changes in an approach of key project or program stakeholders 

3.15 Risks related to the personnel stability of the portfolio managing team and the 

possibility of losing key portfolio element managers 

0.550 
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Factor Portfolio risks Cronbach's α 

Factor 8 – Risks which result in 

interpersonal conflicts within the 

project portfolio 

1.9 Conflicts between project and programme managers within the portfolio 

3.11 Conflicts between portfolio managers and portfolio element managers 

0.789 

Factor 9 – Risks resulting from 

methodological irregularities of 

portfolio management 

1.1 Significant changes which can occur in the project or programme environment 

2.3 Overly complicated hierarchical structure of portfolio management 

3.16 Lack of developed methodical standards within the scope of portfolio management 

0.393 

Factor 10 – Risks resulting from 

the lack of appropriate 
competencies of the portfolio 

managers 

3.13 Lack of appropriate competencies of the portfolio manager and portfolio support 

structures 

– 

 

In regard to the variable of the impact on portfolio objectives, Cronbach’s α for factors 3 and 9 was below the 

satisfactory level (see Table 5). These factors are, therefore, excluded from further analysis. Factors 5 and 7, however, 

which were just below the satisfactory level will still be accounted for. 

 

Table 5. Explained variance and Cronbach’s α value for the impact of risk on portfolio objectives – main factors  

Factor Eigenvalues Explained variance Cronbach’s α 

Factor 8 1.240838 4.4% 0.789 

Factor 6 1.522739 5.1% 0.749 

Factor 1 8.593424 10.3% 0.701 

Factor 2 4.209597 7.7% 0.643 

Factor 4 2.049452 6.0% 0.639 

Factor 5 1.588498 5.9% 0.581 

Factor 7 1.440268 4.9% 0.550 

Factor 9 1.217886 5.1% 0.393 

Factor 3 2.254325 6.7% 0.327 

  Factor 10 1.005667 3.7% – 

 

4.3 Findings 

The factor analysis answered the first research question (RQ1), which assumed the possibility of differentiating several 

categories (factors) that covered risks with respect to two variables: (1) the likelihood of risk occurrence, and (2) the 

impact of risk on portfolio objectives. The investigation distinguished categories grouping 36 specific project portfolio 

risks in terms of those two variables (analyses were conducted separately for each variable). In order to answer the 

second research question (RQ2), it was necessary to use descriptive statistics for each factor. An analysis of those 

values made it possible to indicate the category (factor), which covered the project portfolio risk that was deemed most 

likely to occur by the respondents (see Table 6).  
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Table 6. Descriptive statistics for the main factors distinguished, with the variable likelihood of risk occurrence (scale 1–5)  

 Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6 Factor 7 Factor 8 Factor 9 Factor 10 Factor 11 

Average 3.15 2.56 3.19 3.73 2.68 2.73 3.71 2.69 2.64 3.32 2.92 

SD 0.75 0.80 0.79 0.93 0.85 0.84 0.89 0.76 0.81 1.03 0.90 

Min 2 1 1 1 1 1 1.5 1 1 1 1 

Q25 2.5 2 3 3 2 2 3 2 2 3 2.5 

Median 3 2 3 4 3 3 3.5 2.5 3 3 3 

Q75 4 3 3.5 4.5 3 3.5 4.5 3 3 4 3.5 

Max 5 5 5 5 5 4.5 5 4.5 5 5 5 

 

The data in the table above show that respondents think the risks assigned to the fourth category are the most likely to 

occur, with the average evaluation level at 3.73 and the median at 4 (on a scale 1–5). This factor covers the risk which 

results in anomalies in the strategic management of portfolio financing. It included the following risks: 3.8 and 3.9. The 

respondents deemed the risk included in the seventh factor (covering risks resulting in limited access to material and 

financial resources within the portfolio – risks 3.3 and 3.7) as slightly less likely to occur (average 3.71, median 3.5). 

This finding answered the second research question (RQ2), which postulated the possibility of indicating the categories 

of group project portfolio risks that were most likely to occur. 

As was the case with the second question, for RQ3 it was necessary to use descriptive statistics for each factor. An 

analysis of those statistical values allowed for the determination of which category (factor) covered the risks that would 

have the greatest impact on project portfolio objectives according to the respondents (see Table 7).  

 

Table 7. Descriptive statistics for the main factors distinguished, with the variable impact of risk on portfolio objectives  

 Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6 Factor 7 Factor 8 Factor 9 Factor 10 

Average 2.95 3.21 3.19 3.51 3.52 2.45 3.49 3.05 2.86 3.37 

SD 0.83 0.87 0.95 0.77 0.82 0.95 0.91 0.87 0.82 0.95 

Min 2 1 1 1.5 2 1 1.5 1 1 1 

Q25 2 3 3 3 3 2 3 2.5 2 3 

Median 3 3 3 3.5 4 2.5 3.5 3 3 3 

Q75 4 4 4 4 4 3 4 3.5 3 4 

Max 5 5 5 5 5 5 5 5 5 5 

 

The data included in Table 7 show that respondents think that the risks assigned to the fifth factor have the greatest 

impact on portfolio objectives, with an average evaluation level of 3.52 and a median of 4. This factor covers the risks 

resulting from changes in project portfolio structure. It includes the following risks: 1.3, 2.1, 2.5, 2.6 and 3.12. This 

finding answered the third research question (RQ3), which postulated the possibility of indicating the categories of risks 

that would have the greatest impact on portfolio objectives. The fourth research question (RQ4) regarding the 

correspondence between the empirically obtained categorisation of project portfolio risks and the categorisation most 

frequently appearing in the literature (i.e. structure, component and overall risks) received a negative response. This 

research has shown from the outset (Table 1) that the risks had a characteristic designation for each group prefix, i.e. 

component risks were assigned the prefix “1.”, structural risks “2.”, and overall risks “3.”. Analysing the composition of 

individual factors in Tables 2–4, it may be seen that for almost all there are risks in at least two groups from component 
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risks, structural risks and overall risks. Therefore, grouping factors into larger collections does not lead to a 

reproduction of the division from the literature, because the mixing of risks occurs at the level of individual factors. 

Therefore, even a factor analysis with a predetermined number of factors equal to three did not produce results as 

derived from the literature. Also, the k-means algorithm with any given three clusters did not reproduce the theoretical 

categorisation. 

5. Conclusion 

The research conducted with the use of exploratory factor analysis produced answers to the research questions posed at 

the beginning of this study. The answer to the first question (RQ1) allowed for the identification of 11 categories 

(factors) grouping project portfolio risks according to the variable of likelihood of risk occurrence, and 10 categories 

(factors) covering the risks according to the variable of the impact on portfolio objectives. The answers obtained allow 

us to look at the classification proposed by PMI, assuming the division of risk in three categories, i.e. component, 

structure and overall risks, in a different light [9]. The research carried out indicates that respondents perceive portfolio 

risks in a more analytical way, by distinguishing a greater number of categories, including the risk of those who 

endanger it. The answer to the second question (RQ2) highlighted the category which covered the risks deemed by the 

respondents to be the most likely to occur (i.e. risks within categories 4 and 7). These categories capture the risks 

resulting from irregularities in the strategic financial management of the project portfolio (Factor 4) and the risk 

resulting from problems with the availability of material and financial resources within the portfolio (Factor 7). The 

answer to the third research question (RQ3) indicated the category which grouped the risks with the greatest impact on 

portfolio objectives (i.e. the risks within category 5). In this case, the category captures the risk resulting from changes 

in the structure of the project portfolio. The negative answer to the fourth research question (RQ4) reveals the need for a 

more detailed study on the appropriateness of the division into component, structure, and overall risks adopted in the 

literature, or the verification of the categorisation made by experts using the Delphi method. The reason for the negative 

answer to the last research question may also lie in cultural and macroeconomic differences. Repeating the research in 

other countries may provide an explanation for many of these issues.  

The results obtained allowed us to categorise the risks of project portfolios and, what is more, to indicate the categories 

that capture the risk with the highest probability of occurrence and the one which has the greatest impact on the goals of 

the portfolio. The presented results may also make a contribution towards a broader discussion concerning the validity 

of identifying project portfolio risks and how to categorise them. The results may be useful for further discussion on 

whether the empirical confirmation of the three categories of portfolio risks (i.e. structure, component and overall risks) 

proposed by the Project Management Institute [9] (pp. 85–86) is possible.  

Conversely, the knowledge gained concerning the categories that capture the most probable risk and the categories that 

capture the risk that has the greatest potential impact on the portfolio's goals may be helpful in developing rules for 

managing such risks [59]. Such knowledge could be useful for design managers and the subsequent implementation of 

preventive actions by project portfolio managers, which would minimise the likelihood of risk occurrence, as well as the 

negative effects that such risks would have on project portfolios. 
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Appendix A 

Table. 1 Rotated component matrix for the likelihood of risk occurrence (Factor 1) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 Factor11 

1.2 0.39367 0.283301 -0.05942 0.103809 0.143165 0.15229 -0.05622 0.324695 0.093393 0.066118 0.099662 

1.3 0.702794 0.17951 -0.0946 0.083693 -0.09692 -0.01845 -0.023044 -0.02287 -0.017672 -0.138364 -0.158089 

1.5 0.657743 0.027049 -0.02866 -0.1338 0.120447 0.110338 0.026974 -0.00087 0.135453 0.034516 -0.0304 

1.6 0.702418 0.006002 -0.01295 0.023254 -0.09525 0.041877 -0.146 0.238879 -0.09835 0.01964 0.14496 

1.11 0.558796 0.2106 -0.21424 -0.11217 -0.14316 0.077496 -0.02662 0.069437 -0.23815 0.094819 -0.1916 

1.12 0.416929 0.007031 0.287289 -0.0619 0.107168 0.179725 -0.00365 -0.04901 0.177891 0.047376 0.11335 

3.1 0.767683 0.108555 0.27384 -0.01949 0.13352 -0.00226 -0.22686 -0.01103 0.099394 -0.06583 -0.075306 

3.12 0.601676 -0.06975 -0.12003 -0.03695 0.092839 0.177333 0.118708 0.249324 -0.09563 0.042064 -0.21048 

 

Table. 2 Rotated component matrix for the likelihood of risk occurrence (Factor 2) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 Factor11 

2.3 0.12738 0.700134 0.183936 -0.06263 0.061626 0.08837 0.044068 0.15803 -0.03171 0.033286 0.073909 

2.4 -0.00968 0.520325 0.128014 -0.07576 0.072839 0.047351 0.018662 -0.06066 0.106054 -0.00425 0.109762 

2.5 0.122795 0.52434 0.080293 0.148226 0.273573 -0.06697 0.192543 0.085933 0.048627 -0.15974 -0.15386 

2.6 0.314956 0.528261 -0.05946 0.305407 -0.13071 0.086182 -0.13025 0.002238 0.158966 0.07101 -0.10117 

3.2 0.359665 0.3617 -0.11065 -0.05487 0.270898 0.025496 -0.03247 -0.045 -0.10186 0.226079 0.049013 

3.13 0.435101 0.52139 0.229909 -0.20637 -0.12232 0.195621 0.007235 0.198898 -0.02681 0.108537 0.184919 

3.15 -0.0797 0.481828 0.090009 0.006832 0.285148 0.189545 -0.01157 0.116894 0.264126 0.15951 0,113875 

 

Table. 3 Rotated component matrix for the likelihood of risk occurrence (Factor 3) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 Factor11 

1.1 -0.12302 -0.00043 0.472111 0.144504 -0.05286 0.015583 0.060479 0.104657 0.061938 0.087956 -0.12159 

1.4 0.089249 -0.09778 0.483099 0.456178 0.092763 -0.05392 0.182774 0.237488 0.269433 -0.13381 0.13007 

1.7 0.026201 0.227241 0.74728 0.057103 0.084453 0.071983 0.128365 -0.26283 -0.07214 0.060226 0.092666 

1.10 -0.0896 0.245458 0.551719 0.177685 0.073108 0.05537 0.19539 -0.02394 0.110001 0.005603 -0.03214 

2.7 0.227317 -0.04817 0.378525 0.055512 -0.12061 0.087114 0.107952 0.168371 0.086994 -0.0265 0.028449 

3.14 -0.07742 0.112066 0.471749 -0.00335 0.081584 0.138562 -0.02537 0.095229 0.038641 0.111694 0.071101 

 



Project portfolio risk categorisation – factor analysis results

 

 

 

 

International Journal of Information Systems and Project Management, Vol. 6, No. 4, 2018, 39-58 

◄ 55 ► 

Table. 4 Rotated component matrix for the likelihood of risk occurrence (Factor 4) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 Factor11 

3.8 -0.11129 -0.18497 0.193493 0.602249 0.01278 0.017089 0.378323 -0.00704 0.04882 0.041002 0.027769 

3.9 -0.09999 0.099722 0.186884 0.896934 0.045919 0.042716 0.04576 0.040095 -0.0029 0.022895 0.021318 

 

Table. 5 Rotated component matrix for the likelihood of risk occurrence (Factor 5) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 Factor11 

3.4 0.23409 0.335306 0.085064 0.035199 0.432908 0.289447 -0.21145 0.116544 0.006453 -0.20255 -0.06519 

3.5 -0.0254 0.124871 0.103557 0.092452 0.863767 0.139378 0.044806 0.015069 0.120679 0.103552 0.052985 

3.6 0.204103 0.182522 -0.05859 -0.1283 0.321761 0.042823 0.190599 0.173142 0.154301 0.254904 -0.01077 

 

Table. 6 Rotated component matrix for the likelihood of risk occurrence (Factor 6) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 Factor11 

1.9 0.424225 0.210658 0.063105 0.000597 0.249344 0.588946 -0.01318 0.030894 0.074181 -0.06133 0.049855 

3.11 0.168672 0.180353 0.348245 0.059105 0.102027 0.793619 -0.05347 0.184083 0.183322 -0.03085 0.045329 

 

Table. 7 Rotated component matrix for the likelihood of risk occurrence (Factor 7) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 Factor11 

3.3 -0.11553 0.31682 0.271998 0.095712 0.044424 -0.14826 0.511568 0.262516 -0.00544 0.00905 -0.19236 

3.7 -0.12274 -0.00314 0.363848 0.33504 0.00548 0.00032 0.826374 -0.19629 -0.04614 -0.0605 0.089735 

 

Table. 8 Rotated component matrix for the likelihood of risk occurrence (Factor 8) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 Factor11 

2.1 0.340887 0.093297 -0.0799 -0.03239 0.218877 -0.08696 -0.08146 0.368775 -0.12433 0.055332 0.078864 

3.10 0.185891 0.139054 0.209629 0.072002 0.004545 0.183713 0.007915 0.616852 0.04572 0.003663 0.057602 

 

Table. 9 Rotated component matrix for the likelihood of risk occurrence (Factor 9 & 10) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 Factor11 

2.2 0.044872 0.312535 0.198712 0.083277 0.157095 0.196361 -0.03052 0.006376 0.885364 -0.02503 -0.01354 

3.17 0.31428 0.067543 0.345774 0.06628 0.127046 -0.09748 -0.05078 0.035308 -0.04105 0.857121 0.043662 

 

Table. 10 Rotated component matrix for the likelihood of risk occurrence (Factor 11) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 Factor11 

1.8 0.194807 0.085422 0.343148 0.23106 0.058521 -0.09569 0.065067 0.051012 -0.09439 -0.16354 0.343504 

3.16 0.189631 0.532568 -0.00409 0.041778 0.062269 0.252866 -0.06365 0.260475 0.083857 0.223526 0.69061 
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Table. 11 Rotated component matrix for the impact of risk on portfolio objectives (Factor 1) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 

1.4 0.643952 0.182861 -0.03045 -0.07813 0.155842 0.018008 -0.15913 -0.07383 -0.00331 -0.1043 

1.6 0.343291 -0.00998 0.198983 0.33562 0.146156 0.073138 0.012245 0.102637 0.298432 0.237303 

1.7 0.635833 -0.11435 0.250083 0.118953 -0.08225 0.130683 0.069572 0.109114 0.012782 0.125342 

1.8 0.824196 -0.08897 -0.00753 -0.05373 0.03017 -0.01774 -0.06547 -0.16218 0.172146 0.152014 

1.10 0.69448 -0.14774 0.14372 0.006982 -0.0575 0.349339 0.170634 0.131567 -0.01999 0.035191 

2.7 0.48497 0.241393 -0.12938 0.024819 0.124786 -0.07939 -0.39278 -0.14953 -0.10355 0.073736 

3.3 0.444726 0.049384 0.095084 -0.18561 0.099332 0.195839 -0.24675 -0.03472 -0.08461 -0.13299 

3.9 0.552911 -0.10407 0.103009 0.149953 0.002486 0.290639 0.033808 0.142324 0.098864 0.092015 

3.14 0.569661 0.077848 0.008045 0.157823 -0.04892 0.069455 0.141375 0.12092 0.06343 -0.18976 

 

Table. 12 Rotated component matrix for the impact of risk on portfolio objectives (Factor 2) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 

2.2 0.105799 0.54457 0.149154 0.068258 0.176667 0.068656 -0.13068 0.244125 0.112852 0.104525 

2.4 -0.12578 0.554736 0.22012 0.087923 -0.07127 0.053421 0.084429 -0.03719 0.19744 0.077377 

3.4 0.195905 0.430636 0.114849 -0.21565 0.152207 -0.03407 0.112914 0.362214 0.244819 -0.02198 

3.5 -0.04938 0.66158 0.14909 0.033858 0.068419 -0.01604 0.203717 0.107417 0.135418 -0.06685 

3.6 -0.01766 0.50657 0.185114 0.119989 0.125087 0.0024 0.081607 0.11155 -0.15583 0.194205 

 

Table. 13 Rotated component matrix for the impact of risk on portfolio objectives (Factor 3) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 

1.12 -0.01858 0.217735 0.597024 0.073002 0.137629 0.067242 0.022667 -0.02583 0.022175 0.186209 

3.2 0.2347 0.136307 0.717565 0.1343 0.113832 0.111074 0.181501 0.080676 0.159876 0.096218 

3.10 0.105291 0.229468 0.549901 0.179403 0.077183 -0.0897 0.004001 0.145769 0.116526 -0.03819 

 

Table. 14 Rotated component matrix for the impact of risk on portfolio objectives (Factor 4) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 

1.5 0.188998 0.142846 0.088302 0.44751 0.111867 0.246892 0.24738 0.14599 0.193287 0.139127 

1.11 -0.13561 -0.00755 0.238571 0.454455 0.220718 0.138931 0.37611 0.072482 0.170122 0.22396 

3.1 0.001999 -0.07323 0.079504 0.482407 0.342585 0.035916 -0.01212 0.112633 0.047104 0.128445 

3.17 0.081376 0.276467 0.193154 0.927494 0.049032 0.005954 0.099085 -0.01433 -0.02581 -0.03553 

 

Table. 15 Rotated component matrix for the impact of risk on portfolio objectives (Factor 5) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 

1.3 0.049305 -0.03916 0.152526 0.170586 0.658465 -0.32648 -0.02608 0.196211 -0.10857 -0.04447 

2.1 0.111845 0.189644 0.390672 -0.03171 0.464179 0.019714 0.190441 0.261472 0.026849 -0.14089 
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Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 

2.5 0.054374 0.336648 0.43577 0.112919 0.597545 0.198252 0.103448 0.079682 0.024831 0.136101 

2.6 0.254994 0.207879 0.012243 0.088545 0.400992 -0.20735 -0.02626 0.124618 0.093807 0.156595 

3.12 -0.10621 0.043928 0.031689 0.098033 0.506188 0.167112 0.159991 -0.15342 0.083956 0.047157 

 

Table. 16 Rotated component matrix for the impact of risk on portfolio objectives (Factor 6) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 

3.7 0.27764 0.011797 -0.07261 0.053156 -0.07971 0.662359 0.00997 0.080934 0.045587 0.136838 

3.8 0.258635 0.090354 0.146739 0.104539 0.091494 0.796995 0.016294 -0.06449 0.109693 -0.12081 

 

Table. 17 Rotated component matrix for the impact of risk on portfolio objectives (Factor 7) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 

1.2 0.12528 0.150948 0.388017 0.0891 0.125534 -0.12415 0.518658 0.005324 0.14022 0.112653 

3.15 -0.07519 0.419198 0.040475 0.188407 0.22416 0.129901 0.824222 0.162344 0.014852 0.058759 

 

Table. 18 Rotated component matrix for the impact of risk on portfolio objectives (Factor 8) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 

1.9 -0.01698 0.237516 0.267165 0.254769 0.264276 0.005308 0.206601 0.43052 0.102311 0.020936 

3.11 -0.00388 0.392585 0.103634 0.174771 0.070634 0.036501 0.104601 0.827792 0.221753 0.218895 

 

Table. 19 Rotated component matrix for the impact of risk on portfolio objectives (Factor 9) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 

1.1 0.239701 0.242561 -0.00334 0.042952 -0.02042 0.177999 0.109561 0.212696 0.317555 -0.01886 

2.3 0.045715 0.277462 0.360191 0.115173 0.045028 0.092638 0.156446 0.223293 0.819093 0.130652 

3.16 0.15951 0.282245 0.110136 0.212583 0.362675 0.251229 0.002411 0.046889 0.397279 0.272185 

 

Table. 20 Rotated component matrix for the impact of risk on portfolio objectives (Factor 10) 

Risk Factor1 Factor2 Factor3 Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 Factor10 

3.13 0.018934 0.27114 0.27354 0.202709 0.111531 0.028657 0.159276 0.157236 0.159186 0.846475 
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Abstract: 

Research on the strategic Information Systems (IS) planning is typically concentrated on large firms. However, the 

outcomes of this research may not be sufficient to adequately apply to Small and Medium Enterprises (SMEs). 

Responding to the limited body of work in SMEs with respect to strategic IS planning, this research aims to fill the gap 

in the body of literature. Having limited resources available, financially and technically, strategic IS planning is getting 

more crucial for SMEs. Prior work suggests that a high level of internal competencies such as IT leadership by the 

owner or the top management of the firm are important for progressive IT development to take place in SMEs. Having 

said that IS is getting paramount for firm’s survival to optimize IS effectively, it is incumbent to investigate the factors 

influencing strategic IS planning amongst the SMEs. This study contributes to research and practice by providing in-

depth insights into the IS planning processes in SMEs with a particular focus on the roles of top management and users. 

Researchers can use these results, which are somewhat different from larger organizations, to revise IS planning phases. 
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1. Introduction 

Over the last decades we have seen a growing deployment of information systems (IS) to support the operations of 

organizations. The deployment of IS enables provision of both financial and non-financial information for decision 

support. The deployment of appropriate IS facilitates firms in extending their information-processing capabilities that 

provide firms with the right information at the right time. The availability of relevant and accurate information in a 

timely manner could enable firms to reduce operating costs, to effectively utilize available resources, to execute 

strategic plans and ultimately to improve their overall productivity. However, the deployment of IS in an organization 

will be successful only if the IS investment is aligned with the organization’s strategic objective. In other words, firms 

gain value out of the IT/IS-related investment such as greater competitive advantage [1]. This can be achieved by 

establishing strategic information systems planning (IS planning). The failure of strategic IS planning can result both in 

loss of opportunities and waste of expensive IS resources.  

The assessment of IS planning success has a long research tradition (e.g., [2]).  Research on the IS planning success is 

typically concentrated on factors influencing IS planning practices and IS planning success. These factors include firm 

size [3], management style [3],[4], changes in the external environment [5], and inputs contributed by employees and 

top management in the IS planning process [3],[6],[7]. The participation of employees and commitment of management 

are widely studied variables as they are deemed very crucial and a lack of these can lead to an unimplemented strategic 

IS plan [6].  

Despite the substantial body of research on strategic IS planning success, prior research focuses mainly on large firms. 

There is a lack of study on small and medium-sized enterprises (SMEs) [8]. One reason for the lack of SMEs-focused 

study is said to be that SMEs put less emphasize on IS-related investment [9]. Another reason might be that the IS in 

SMEs is considered to only support the administrative functions of these firms instead of supporting their strategic 

objectives [10],[11]. Hence, optimizing IS values is not seen as important or significant. However, in response to a more 

pressing business environment, firms are putting more reliance on the support of various IS as potential mechanisms to 

extend their business efficiency [11]. Due to the importance of IS in SMEs nowadays, calls have been made to 

understand how SMEs could successfully plan their IS to facilitate better firm performance [12]. Responding to the 

limited body of work in SMEs with respect to strategic IS planning, this research attempts to fill the gap in the body of 

literature and heeding the calls for undertaking research in the area of IS planning in SMEs. 

This effort is crucial because a research framework applied in large firms may not be perfectly applicable in the context 

of SMEs [10]. Although SMEs and larger firms are facing similar issues while incorporating IS into their operations, 

they often have unique approaches in dealing with such issues [13]. On top of that, the unique nature of the organization 

structure and operations of SMEs further attests to the distinct practices of IS/IT amongst SMEs [14]. In contrast to their 

larger counterparts, SMEs are inherently known to suffer from having limited resources regardless of whether they are 

financial resources or IS technical expertise [15]. A lack of available resources obviously influences how firms perceive 

and response to IS potentials. For example, inherent financial resources are a major barrier for the strategic use of IS in 

most SMEs [16]. As such, firm primarily consider IS/IT for extending operational efficiencies rather than for having a 

clear strategic focus [11]. Specifically, IS deployment being more widespread for finance, accounting, and inventory 

management [17]. Meanwhile, due to the scarce of employees who are IT competent, some firms opt to outsource the 

IS-related projects [18]. Ashurst et al. [19] also suggest that an elevated level of internal competencies such as IT 

leadership by an owner or the top management of the firm are particularly important for progressive IT development to 

take place in SMEs.  

In response to the increased importance of IS in business and hurdles facing SMEs to effectively utilize IS, a crucial 

need exists to explore strategic IS planning as practiced by SMEs. Considering the dominant roles of top management 

in most SMEs decision making, their active involvement in IS-related projects promotes a better planning process, 

which ultimately ensures the successful use of IS. The characteristics and values of the dominant actors or decision 

makers of a firm will determine the firm’s commitment toward IT/IS deployment [20].  In a similar vein, the need to 

ensure IS corresponds well to user’s requirements, their involvement in any IS planning activities have considerable 



The roles of top management and users in strategic IS planning: a pe rspective of SMEs

 

 

 

 

International Journal of Information Systems and Project Management, Vol. 6, No. 4, 2018, 61-80 

◄ 63 ► 

impact on successful IS-planning processes [21]. In line with the above concern, this study aims at understanding how 

top management and user participation facilitate IS planning processes amongst SMEs.  

For that purpose, an empirical qualitative study among experienced SMEs located in the northern region of Malaysia 

has been conducted. Through a series of open-ended interviews, the top management or owners and the IS users of the 

SMEs were asked about their roles in the IS-planning processes and factors influencing their commitment and 

involvement. To strengthen the credibility of the collected data, a triangulation strategy was applied [22]. Such a 

strategy requires that at least two independent researchers carry out the analysis and that their results are later compared. 

This process helps to counter any possible discrepancy in the interpretation of the collected data.    

This study contributes to the domain of IS planning by reporting details and descriptions of the roles of top management 

support and user involvement in the IS planning practiced within the SMEs. Owing to the growing importance of IT to 

today’s business and therefore increases in its complexity, IS planning is getting more paramount [23]. Unfortunately, 

IS planning has been reported as considerably limited amongst the SMEs [24]. If there are, the focus is somewhat 

restricted to the short-term or operational focus instead of more strategically oriented [25]. Firms that are successfully 

managing the IT in a more strategic manner are capable to ensure successful IT deployment [26] and ultimately lead to 

better firm performance. Having said that, it is essential for the SMEs to establish proper IS planning that view IT 

potentials in more strategic manner. More importantly, it is a good move to understand how IS planning has taken place 

in SMEs and later to propose the best approach of IS planning that fit well with this business sector [25]. Therefore, this 

study attempts to provide insight on the IS planning practice amongst the SMEs. Having varying characteristics in 

various aspects, particularly on the uncertainty of the IT potentials and firm’s competitiveness, the limited resources 

availability as well as operational-oriented focus on IT deployment [27] SMEs become a unique context of research to 

explore. Moreover, due to its resources constraints, the role of top management and users are expected to be somewhat 

different from their larger counterparts. This study, therefore, helps researchers to ascertain applicability of the IS 

planning framework as initially developed for larger organizations, into the SMEs context. Researchers may benefit 

from the results of this study, that are somewhat different in relative to larger organizations, to revise IS planning phases 

as Newkirk et al. [28] initially proposed by incorporating the different roles of top management and users. Practitioners 

in SMEs could gain insights for understanding the role of top management and user involvement in strategic IS-

planning activities. They might rethink their way of empowering their employees (i.e., the IS users) in the decision-

making process related to investment in IS.  

This paper is divided into five major sections. The next section provides the theoretical background of strategic IS 

planning and IS practices in SMEs. The third section describes the research methodology employed by explaining the 

design of the research processes (i.e., data gathering and data analysis). Section four presents and discusses the research 

findings, authenticated with quotes from the interviews. The final section then concludes this paper with implications, 

limitations and future research. 

2. Theoretical Background 

2.1 Information systems (IS) planning 

The concept of strategic IS planning involves the process of identifying a collection of computer-based applications that 

correspond to an organization’s business plan for ensuring that the organizations achieve their intended business 

objectives [11]. Strategic IS plan theory that was initially developed by Lederer and Salmela [29] posits that a strategic 

IS plan may be illustrated as input-process-output model. The model comprises seven interrelated constructs, namely, 

(i) internal environment, (ii) external environment, (iii) planning resources, (iv) planning process, (v) information plan, 

(vi) plan implementation, and (vii) alignment between the internal environment and the organizations’ strategic goals. 

The complete model is illustrated in Figure 1.  
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Figure 1:   Theory of strategic IS plan (adapted from Lederer & Salmela [29]) 

 

Several researchers have suggested that the internal environment influences the planning process. For example, the size 

of an organization influences the strategic IS-planning process because, in large organizations a formal approach to 

strategic IS planning may be more appropriate when compared to small organizations [3]. The planning resources 

comprise the effort and inputs from all levels of employees, including top management in the planning process that 

enables the execution of the planning process. A lack of resources can reduce the scope of planning [6]. The role of 

participation and commitment by employees at different levels is very critical and has been highlighted in several 

studies, including those by Earl [3] and Smits et al. [7]. A more recent mixed method study was conducted by Raja 

Mohd Ali [30] to investigate the effect of culture on the strategic IS planning success particularly with respect to top 

management commitment and user participation. Initially, data were collected from 108 medium and large IT 

organizations in Malaysia and New Zealand. The results suggested that both top management commitment and user 

participation affected the strategic IS-planning success dimensions relating to communication and technology. Then, 

interview sessions were conducted to gain further understanding on the relationships between the two factors studied 

(top management commitment and user participation) and the strategic IS planning. This study focused on the effect of 

top management commitment and user participation on strategic IS planning success in medium and large organization 

but does not account for small-sized organizations that are known to be endowed with unique characteristics. This is the 

gap that this current study explores further.  

Various sets of phases for developing strategic IS planning have been suggested from previous studies. Mentzas [31] 

suggested five phases, namely, strategic awareness, situation analysis, strategy conception, strategy formulation and 

strategy implementation planning. Cassidy [32] suggested another set of phases, which included the visioning phase, the 

analysis phase, the direction phase and the recommendation phase. Newkirk et al. [28], in their quantitative study, 

however, identified five main phases which are (i) the planning process, (ii) analyzing the current environment, (iii) 

conceiving strategy alternatives, (iv) a selecting strategy, and (v) a planning strategy implementation. The planning 

process stage focuses on determining the key planning issues such as the steering committee, defining the objectives 

and obtaining top management commitment. The analyzing current environment stage emphasizes analyzing the current 

business systems and technology, both internally and externally. The conceiving strategy alternative examines the main 
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technology objectives and finding opportunities to improve should improvement is needed. Strategy selection involves 

processes to identify new business processes or technology and how to prioritize among the listed projects. More 

recently, Parviainen et al. [33] suggested four steps, which include gap identification between current situation and 

organization’s objectives, actions need to be taken to reduce or close the gap, conducting feasibility study and 

prioritization, and developing the roadmap. Implementation of such planning focusing on the evaluation of executing 

the projects agreed in the plan. The implementation might either reducing IT costs or improving organization’s use of 

information in terms of information sharing and information integration [34]. 

2.2 IS practices amongst small and medium-sized enterprises (SMEs) 

SMEs contribute substantially to the economic and social growth of most countries. This sector plays substantial roles 

in promoting higher Gross Domestic Product (GDP), greater export activities, and employment opportunities [35]. As 

they are generally domestic-oriented business, their trading activities would have direct impacts on a nation’s economy 

[36]. Considering the vital roles of SMEs in both developed and developing economies, many international agencies 

such as the United Nation (UN), the World Intellectual Property Organisation (WIPO), and the Organisation for 

Economic Co-operation and development (OECD) have sought to facilitate such firms in playing a meaningful role in 

the economic system worldwide.  

SMEs also play greater roles in ensuring competitiveness of most developing and transitional economies. In the Asia 

Pacific region, more than 95% of businesses are SMEs with more than 70% in micro-firm category [37]. Of the 49 

million SMEs in this region, about half of them are currently operating in China and Indonesia. Thus, their activities 

could be an important indicator of the entrepreneurial health and competitiveness of a particular country. Owing to the 

salient role of SMEs for the economies of most nations, governments have initiated various strategies and incentives to 

extend their efficiency and productivity. The deployment of appropriate IT/IS is one possible strategy for such a 

purpose [38]. Nowadays, IT/IS has made its presence felt in all kinds of businesses of all sizes and has a significant role 

in extending business productivity. Ideally, a firm would receive considerable benefits from deploying IT/IS. This 

deployment could facilitate firms in managing administrative tasks, enhancing production activities, expanding their 

product/service market [39] and supplying information needed in a timely manner [14]. It further enables rapid 

innovation activities and levels the playing field with their larger counterparts [15]. In other respects, IT/IS deployment 

can facilitate cost cutting in business operations while extending customer services and more effective product 

distribution [40].  

Due to the overwhelming claims of IT/IS potentials, SMEs have been the subject of many studies over the years. 

Previous works have concentrated on several aspects of IS practices. Earlier works are primarily concerned with 

drivers/inhibitors of IS adoption [18], [40], [41] and intensity of IS deployment [17]. Several other works have 

examined IS sophistication [37] and IT/IS success factors [13]. However, a handful of these studies have investigated IS 

strategic-related issues. For example, Levy and Powell [25] explored the current state of IS alignment in the SME sector 

and reported that a lack of alignment leads to the failure of firms to benefit from IS investment. Similarly, Cragg et al. 

[43] suggested that appropriate IS alignment with SMEs business strategies ensures greater IS success and firm 

performance. Meanwhile, Ismail and King [44] reaffirmed the essence of IS alignment within a specific business 

function (accounting information systems) to the successful deployment of IS. Chao and Chandra [45], who adapted 

Resource-based view, confirmed the impact of owner IT knowledge on business and IT strategic alignment and 

ultimately IT use. 

2.3 Strategic IS planning practices among SMEs 

Extensive works have been conducted that investigate strategic IS planning in large organizations; however, studies 

amongst SMEs are relatively limited. Levy and Powell [47] asserted that there is a lack of strategic planning in SMEs. 

One of the reasons may be due to IS strategy was seen as one of the least significant concerns of SMEs [48]. 

Nevertheless, due to growing strategic importance of IT and considerable cost incurred on such investment, there are an 
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urgent need for SMEs to put serious consideration on setting up proper IS planning. This is even crucial despite the fact 

that most SMEs are yet to have formally documented strategic plan for their business [46].  

Studies conducted in relation to strategic IS planning and SMEs suggested that in view of unique nature of the SMEs, 

firms may not fully consider phases (as described in section 2.1 above) and approaches of IS planning as recommended 

in large organizations especially in the situational analysis phase [49]. The situational analysis on current business 

environment includes organizational systems, information systems, and internal and external IT environment allows the 

organization to identify problems and solutions opportunities. However, the difficulties in various resources aspect, 

such as financial issues, lack of technology expertise, and limited capabilities in managerial and operational level 

somewhat restrain the SMEs ability to survive in the uncertain environment. Lacking of alignment between business 

and IS strategy and lacking of strategic decision making and sharing information are the two important aspects of the 

survivor issues in SMEs [50]. The inability to survive in an uncertainty environment may give a negative influence to 

the SMEs business [51]. Thus, this study was conducted to fill the gap by understanding the top management 

commitment in giving business direction and user participation in sharing information in the SMEs strategic IS planning 

practices. 

Further, many SMEs focus more on short-term profitability rather than long-term sustainability as practiced by large 

organizations [51]. Due to the short-term focused, strategic decision made have emphasized more on reaction which 

response to issues arise rather than future anticipation [27]. In addition, as compared to large organization, SMEs 

owners’ strategic thinking is based more on intuition, where owners intuitively understand their business domain, but 

not analyzing on the IS opportunities [52].  

3. Methodology 

One primary concern of this study is to understand the roles played by the top management of a firm as well as the 

degree of user involvement in the various stages of IS planning activities as Newkirk et al. [28] outlined; (i) the 

planning process, (ii) analyzing the current environment, (iii) conceiving strategy alternatives, (iv) selecting strategy, 

and (v) planning strategy implementation. This study adapts the model into the SMEs context for in-depth investigation 

of the role of top management and users in strategic IS planning using a qualitative perspective.  

The study adopts a qualitative research strategy based on a multiple cases study. A screen assessment was carried out to 

ensure that the selected firms had employed certain types of IS/IT-related applications. This was the prerequisite for the 

firms to be considered for an interview. This study defines SMEs based on the guidelines of Malaysia’s National SME 

Development Council. As per the guidelines, manufacturing-based SMEs refer to firms with less than a RM50 million 

annual turnover with the number of employees not exceeding 200. Meanwhile, for the service-based sector, the SMEs 

are firms with an annual turnover of less than RM20 million or firms with less than 75 employees. Due to financial 

resource constraints, the potential firms involved in this study were restricted to those located in northern region of 

Malaysia. After a series of phone calls to the selected firms in northern region which was listed in the SME info list, 

only three firms agreed to take part in the study, namely, Company A, Company B, and Company C. The data was 

collected for a period between June and August 2016. 

Data for analysis were obtained via a semi-structured themed interview with the owner/manager of each firm. Where 

appropriate, researchers arranged for an interview session with representative system users to cross check the 

information reported by the owner/manager. In total, three owners or managers and four executives took part in the 

interview sessions. A standardized open-ended interview method was utilized because it does not predetermine the 

answers and allows room for the participants to respond in their own terms [53]. The interview sessions were carried 

out at the respective firms. Each interview session from each company took between 90 and 130 minutes. The interview 

questions were presented to all participants in English, but some of the interviewees requested to respond in Malay 

language. A description of the respondents who took part in the study and duration of the interviews are reported in 

Table 1. 
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Table 1.  Details of interview session 

Company Interviewees Duration of interview 

(minutes) 

A Owner / Managing director 90 

 Account executive 20 

 Administration executive  20 

B Information System manager 60 

 Human Resource manager 15 

 Quality System Engineer (QS Engineer) 15 

C Account/administrative executive 120 

 

Table 2 below presents the profile of the participating companies. As seen from Table 2, the companies involved in 

distinct types of business, ranging from manufacturing to service. All companies had a similar business maturity, which 

was around 20 years. However, these companies were varied in terms of the number of employees. Company B was 

still considered to be a SME because most of the employees were operators suggesting that they were part-time 

employees. 

 

Table 2.  General profiles of the companies 

 Company A Company B Company C 

Nature of business Manufacturing (paddy 
processing) and supplying 

(rice mills) 

Printing and supplies services Food (chicken rice) and 

beverages 

Year of establishment 1995 1996 1995 

No. of employee 50 full-time employees 350 full-time and part-time 

employees 

25 full-time employees 

 

Based on the Table 2 above, Company B was considered as a medium-sized company and the other two companies 

were considered as small-sized. 

With regards to the technology/application adoption as presented in Table 3, only Company B had a sophisticated 

application with an Enterprise Resource Planning (ERP) and a web-based system, which is considered reasonable when 

looking at the budget allocated for systems and technology. This is due to the fact that Company B was a medium-sized 

company as compared to the other two companies. More budgets were allocated for more sophisticated IT/IS. For 

Company C, less budget were allocated for a specific IT/IS may be due to financial constraint.  

With regards to IS planning, all companies do not seem to have a formal strategic IS planning. But, these companies 

had their own expectations and objectives about how IS could assist them in their business operations. However, 

Company B has a rigour objective as compared to Company A and C. As expected, the top management championed 

the IS planning process in all three participating companies. However, the position of the top management is different 

between these three companies. 

The interview led researchers to the primary thematic focus of the study, namely, (i) a description of top management 

roles in IS planning activities, (ii) identifying the roles of IS users on IS planning, and (iii) identifying the factors 

affecting top management commitment and user involvement.  The researchers personally conducted the interview 

sessions, which were digitally recorded. The researchers listened to the recordings and then transcribed them. The 
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analysis of qualitative data was processed based on Erlandson et al. [22]. The data were divided into units so that each 

unit corresponded to an individual concept. Then, the researcher assigned meaningful codes to data units one by one. 

 

Table 3.  IS adoption profile of the companies 

 Company A Company B Company C 

Technology/Information 

Systems adopted 

Computerised accounting 

system 

ERP, call centre system, web-based 

ordering and receiving order 

Computerised accounting 

system 

IS Budget Not specified Less than RM100,000 Less than RM10,000 

Objective of IS Planning Depend on the criticality of the 

business process 

Compete on the online market Need of the business to prepare 

a full set of accounts and to 

fulfil the Goods and Services 
Tax (GST) requirements as 

enforced by the Government, 

apart from limited functions 
available in earlier accounting 

system  

IS Planning champion Owner IT/IS manager Directors  

 

4. Findings and Discussion 

The interview session provided ample opportunities for the researchers to gather detailed descriptions with respect to 

the roles of top management and the involvement of users in IS-planning activities. In addition, further inquiries 

revealed factors leading to the roles of top management and users in IS-planning activities of the respective firms. This 

section elaborates in greater detail the roles played by top management and users as well as factors affecting their 

commitment or involvement as obtained from the series of interviews conducted on all the case firms identified in this 

study. 

4.1 Roles of top management 

As the interview results revealed, the role of top management was not limited only to that of a decision maker, but also 

as a researcher when strategic IS-planning activities are concerned. All decisions with regards to the organization were 

made by the top management [53]. This includes the decision for acquiring the technology, as one respondent noted:  

“The most important is (that) I’m the one who makes the decision... Of course, I get the help from the 

account’s executives. We discussed. I need to use a system to prepare a budget. I don’t know (how to do it). 

So, they need to assist me. I do not know how to prepare the paperwork. I only have ideas.” (Owner, Male, 

51 years old, Company A, Manufacturing Industry).  

The respondent from Company C added that directors did not simply take the words of the employee. One director 

consulted with the company’s auditor on which system they should invest in. Additionally, he also asked the opinions 

of his business friends. He wanted to make sure that the new accounting system was easy, simple, and, most 

importantly, received first-hand support from supplier. An account executive from Company C talked about the process. 

She said: 

“However, the directors will not decide immediately. He contacted his auditor first, then his business friends 

in the same industry. He wanted to get second and third opinions. After that, he investigated the suppliers. 

What important is the system is easy, simple, and has support service. Meaning that, there is direct support 

team from the supplier whenever we encounter problems with the system. I can see that the directors are very 

committed in this process. What I can conclude is that, we analyzed the current system, surveyed what was 
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available in the market, identified one that is suitable with the nature of the business and can handle GST, 

obtained others’ opinions and investigated the suppliers.” (Account Executive, Female, 36 years old, 

Company C, Food and Beverage). 

While Company A top management only sought advice from employees to prepare the working paper [53], Company 

C’s directors sought the opinions of the expert users such as the supervisor, the account executive, the company’s 

auditor and users from other companies when it comes to issues related to acquiring new IS. A respondent from 

Company C remarked that:  

“It is impossible for the director to make his own decision on acquiring new accounting system. He did not 

use the system, so he does not know what is needed. I am the heavy user of the system, and I know what is 

best for the business.” (Account Executive, Female, 36 years old, Company C, Food and Beverage). 

In contrast to the other two firms, CEO of Company B was not directly involved in the SISP process. Instead, he 

provided his opinion about whether to proceed with the development or not. Holding the role as a middle person 

between the top management and the development teams, The IT/IS manager sought advice from the top management. 

She mentioned that,  

“Normally, for our company, I will meet my CEO, basically once a month when we have a meeting for 

monthly task update. I will update him the status of the key projects, which are in progress. So, he won’t be 

involved in the project. I just give him a summary to get what he says about the status. For some projects, if I 

can’t make decision by myself, I will seek his opinion. I ask him first if we shall go for this.” (IS/IT Manager, 

Female, 37 years old, Company B, Printing Service Company). 

As the interview further revealed, top management also acts as a researcher in the IS planning process. In this context, 

the top management is responsible for seeking information related to the proposed system. To illustrate, the owner of 

Company A stated that he studied the proposed technology including a site visit to the supplier’s office [53]. Taking 

such role puts less reliance on his employees to supply this information. As he asserted, 

“Ooo…. They do not know either [about the technology]…. Most of my employees, they only know about 

their daily tasks. I am the one who needs to know everything.” (Owner, Male, 51 years old, Company A, 

Manufacturing Industry). 

The IT/IS manager of Company B requested for demo from suppliers and consulted their business friends. She stated 

that, 

“Normally we request for demo. After the demo, we say that give us one month to test. We also seek 

information from the people that working in the same areas as us. In my company, we have this kind of 

projects, how about your company?” (IS/IT Manager, Female, 37 years old, Company B, Printing Service 

Company). 

In addition, a respondent from Company C surveyed the system online and consulted with the company’s auditor and 

business friends. He also investigated the supplier. The respondent stated that: 

“The director checks the supplier too…to confirm whether the supplier can provide after sales 

services…whether the supplier is scammer or not… He checks whether his business friends use the same 

supplier…, if so, maybe he will follow them. Maybe.” (Account Executive, Female, 36, Company, F&B 

Industry). 

The above findings can be summarized in Table 4. 
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Table 4. Roles of Top Management as Decision Maker and Researcher 

 Company A Company B Company C 

Decision maker 

Decision to acquire new 

technology/IS 

 

Owner was involved directly  

 

CEO was involved indirectly   

 

Director was involved directly  

Researcher 

Investment in new technology/IS 

 

Study the proposed technology 

thoroughly  

 

 

Request for demo from suppliers 

and consult their business friends 

 

Survey the system online and 

consult the company’s auditor and 

business friends 

 

Based on the information in Table 4, it can be concluded that the owner or director of Company A and C were directly 

involved in making decision to acquire new IT/IS but the CEO of Company B was not directly involved. IT/IS manager 

was given the responsibility to take the necessary actions but the ultimate decision was in the hand of CEO. 

Furthermore, all the owner, director, and IT/IS manager of Company A, C and B acted as a researcher in justifying the 

investment in new IT/IS but in different ways. 

In sum, the findings suggest that, apart from having a significant role as key decision maker, the top management plays 

the role of researcher in the strategic IS-planning process. Specifically, other than having an authority to make final 

decision on the proposed system project, the top management takes further initiative to obtain relevant information for 

the proposed systems rather than merely relying on the employees to supply the information. The top management 

seeks information from various parties including employees, executives, other business owners as well as the system 

vendors. 

4.2 Roles of users 

In most instances, users are actively involved by merely providing input for IS planning processes. As user from 

Company B highlighted: 

“The business unit manager will be involved during the planning stage. After we studied their problems, we 

present to them what are the pros and cons of the system. They will give their opinions in the decision-

making meeting.” (IS/IT Manager, Female, 37 years old, Company B, Printing Service Company). 

The user from Company C further added, although the users may be able to influence the directors, they do not have 

solid authority to make decisions on behalf of the company. As the respondent suggests,   

“At the end, the director will make his own decision. We can provide inputs only. Whether he wants to 

follow us or not, it is up to him.” (Account Executive, Female, 36, Company C, F&B Industry). 

From the beginning of the SISP process, the users play a significant role in describing the users’ requirements for a 

proposed new system to the top management or directors. The users surveyed the market and identified systems that are 

suitable for the nature of the business and have a long-life span. When asked whether the inputs from users are 

important, one respondent replied: 

“Of course! The input from the users is very important and should be considered. We are the ones who know 

about the system because we use it daily. And we are the ones who need the system. If we are not 

comfortable with the system, it will be difficult later on.” (Account Executive, Female, 36, Company C, F&B 

Industry). 
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She further added that user’s roles are very important and may influence the top management decision making. She 

said:  

“I told the director about the weaknesses of X accounting system, and he listened. From my information, we 

changed to Y accounting system.” (Account Executive, Female, 36, Company C, F&B Industry). 

The users also provided inputs during the planning process to make sure that the applications acquired can assist them 

in performing their daily tasks. One user explained, 

“At the beginning stage, I believed they involved certain groups of people who are directly involve with the 

system. Definitely, they will go to the users and come out with a discussion first and meet up to understand 

the requirements and then only develop. We will discuss before everything is started.” (HR Manager, 

Female, Company B, Printing Service Company). 

Nevertheless, the results demonstrate that, for some firms, the roles of users in the strategic IS-planning process were 

not only limited to providing inputs for decision making. To some extent, the users also acted as a decision maker [53]. 

However, the authority to make the ultimate decision was restricted to those whom the applications were highly related 

to their routine tasks. For example, in Company A, the Accounts Manager decided upon the application to be used in 

the accounting department. The owner stated that, 

“For example, the accounts department, they will make their own decision. I do not know about their 

applications…The HR manager refused to use any applications for her department, so I said ok… They know 

better about their department.” (Owner, Male, 51 years old, Company A, Manufacturing Industry). 

Further, when respondents were asked about who made the decision on the applications to be used in their departments, 

one of the users asserted, “We make our own decision” [53] (Accounts Executive, Female, 60 years old, Company A, 

Manufacturing Industry). 

In sum, as the findings suggest, even though employees play most crucial roles as an input provider in strategic IS-

planning process, certain users are being empowered to make decisions, particularly on the aspects that are related to 

their responsibility and daily routine activities. It can be summarized that users of both companies acted as input 

provider and researcher but in different ways as shown in Table 5. 

 

Table 5. Roles of User as Input Provider and Researcher 

 Company A Company B Company C 

Input Provider 

IS planning process 

 

Not available 

 

Discussion about the problems 

with the current system and the 
requirements for new system with 

IT/IS manager and development 

team   

 

Discussion related to the 

weaknesses of the current systems 
and the needs for proposed system 

with director 

 

Researcher 
Investment in new IT/IS 

 

Not available 

 

 

Prepare return of investment for a 

proposed system 

 

Survey the market and identify 

suitable systems 

 

As a conclusion, both the top management and users act not only as a decision maker but also as a researcher in the 

strategic IS planning process. Unlike the top management that makes the ultimate decision on the new systems or 

technology, employees are seen to make decisions specific to their own tasks. Both top management and users in the 

SMEs also studied and surveyed the systems and technology before they actually acquired them. Such study conducted 

ranged from searching on the Internet to asking for advice from business industry associates and company’s auditors. 
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5. Discussion and implication of the study 

The deployment of IT/IS is getting more essential in today’s business to facilitate the supply of timely and accurate 

information in support of business decision making. Regardless of the increased interest towards IT/IS in business, 

SMEs relatively lag behind with respect to their larger counterparts as firms embrace constant challenges to effectively 

deploy IT/IS. However, SMEs have not optimized IT/IS strategic values. Hence, more effective IS planning deserves 

further investigation to promote more effective IT/IS management of these firms. More importantly, the unique nature 

of SMEs means that top management commitment and user involvement in IS-planning activities should be expected to 

be somewhat different than those of larger organizations. Therefore, this study examined the top management 

commitment and user involvement in the IS planning practices of three selected SMEs that are operating in three 

different industries, namely, manufacturing, food and beverages, and printing.  

Figure 2 synthesizes the results obtained from this study. Overall, the figure shows the different roles played by top 

management and users, factors affecting the top management commitment, and user participation. 

 

Top management 

commitment
User 

participation

Input 

provider
Researcher

Decision 

maker

Strategic IS planning process

Factor of SISP

Nature of 

commitment/

participation

Plan Analyze Conceive Select Implement

System vendor

Internet

Other 

business 

owner

Source

 
 

Figure 2: Roles of top management and user in SMEs strategic IS planning process 

 

Note: Dotted line indicates indirect roles while straight line suggests direct roles played by top management and user participation 

 

The importance of top management in strategic IS planning has been highlighted in some studies. Raja Mohd Ali [30], 

in a study of top management and users in an education industry, found that top management contributes to IS planning 

in many ways such as being a knowledge provider regarding the business environment, a resources provider, and a 

decision maker. In contrast, this study suggests that, in the context of SMEs, top management not only acts as a decision 

maker, but also as a researcher by collecting and gathering relevant information regarding the systems or technology 

that a business wants to acquire. In other words, rather than restricting themselves as a decision maker and resource 

provider, top management of the SMEs tend to actively involved in multiple roles at various stages of IS planning. This 

corresponds to the claim that the involvement of the owner in all aspects of the business is due to the unique nature of 

SMEs with respect to the size and the more active roles of the top management [25]. Comparing the results of this study 
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with those studies involving larger organizations, the top management not only makes decisions on what technology or 

IS that their organization needs to acquire, but also involves in the process before the actual decision can be made. This 

prior process is collecting and gathering as much information as possible about the IS and technology that could help 

the organization to achieve its business objectives. As SMEs have limited financial resources, especially with regards to 

technology, the top management must be very selective in acquiring the technology to ensure a maximum return on 

investment.  

Similarly, as the result indicates, the roles of users in the strategic IS planning process is not limited to only providing 

inputs, but, to some extent, the users also act as a decision maker. The result of this study is somewhat inconsistent with 

those of Raja Mohd Ali [30], whose works are discussed above. Her study found that the users play some roles namely, 

input provider, feedback provider and system user but not as a decision maker. This present study, however, found that 

users are empowered to make a decision, particularly for decisions to acquire the systems or technology that are highly 

related to their routine tasks. In such cases, the users have a better grasp of the system functionalities that correspond 

best to the requirements for performing their tasks. As has been stated in an earlier section of this paper, SMEs are 

unique compared to larger organizations in terms of its operation, resource limitations and decision-making power. In 

most cases, only a few people are attached to functional departments such as sales and accounts. Therefore, these 

employees would have vast knowledge and experience about their work and related needs. As a result, the assumption 

is that they are the most suitable people to make decisions about what technology or application to acquire or whether to 

acquire a new technology or information system.  More importantly, one metric for IS planning success is that a system 

or technology is useful and able to assist a firm in achieving its intended business objectives. 

More interestingly, one of the case companies in this study was a medium-sized firm with relatively larger number of 

employees. As the firm is getting larger in size, the focus of its’ IS planning shifts from operational-oriented (or quick-

fix of the emerging problem) to a more long-term focused and a more strategic in nature [25]. The comparison across 

small and medium-sized firms involved in this case study clearly indicates that while small firms are primarily concern 

on using IT to enhance efficiency and effectiveness of the existing operation or meeting the urgent demand of the 

current business needs, medium-sized firm (in this case - Company B), spells out long-term benefits of IT investment as 

its primary objective i.e. sustaining firm’s competitiveness and retaining market share. This result corresponds well with 

[23] on the practice of IS planning in a medium-sized manufacturing-based SME. Also, there is somewhat varying roles 

played by top management of those small firms in relative to the medium firm. The top management of small firms 

involves directly with the decision making and research activities prior to the system acquisition. Meanwhile, the top 

management of medium firm indirectly involved in the planning activities and seems to empower the responsibility to 

their subordinates or specific department. With regards to the user involvement, both small and medium firms do 

indicate direct user involvement in the IS planning process via discussion with the top management. Considering the 

fact that medium-sized firms are comparatively having greater manpower and resources than smaller firms, therefore, 

empowerment by the top management becomes possible. Hence, the roles of top management in the IS planning process 

reduced considerably while at the same time maintain its authority as a decision maker. In another respect, smaller firms 

hardly reported to have setup separate IS function to oversee IS-related activities [42]. Hence, as the findings further 

suggest, the medium-sized firm put greater reliance on the IS manager in managing the ERP project as compared to 

other smaller firms. To compensate the limitation of not having separate IT division, the smaller firms, therefore have 

demonstrated greater top management in most parts of the IS planning activities, particularly as the role as researcher.  

Nevertheless, the roles played by users in both small and medium-sized firms are relatively similar but is more specific 

in nature.   

Figure 2 further highlights three common sources of information for both top management and users while carrying out 

research on a proposed system. In this study, the decision for acquiring a new technology or systems was made with the 

assistance from subordinates and other business owners or through their own research via the Internet source without 

the support of IS expertise or IT consultants. This is consistent with Mohammed and Nzelibe [54] who stated that one 

characteristic associated with SMEs firms is that the top management participates actively in the decision-making 

process and day-to-day operation of the firm with little or no adequate specialist support. The result could not agree 

further with Néal’s [46] observation; in contrast to large organizations that usually subscribe to the specialized paid 
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research service in setting up their IS planning (which involve financial cost), SMEs tend to favor available resources 

(in this case through his/her own research and reading activities) or at least opted for a more affordable advice such as 

the accounting firms or IT consulting firm around them.   

Table 6 highlights the factors affecting top management commitment in the strategic IS planning process. These include 

owner’s knowledge of the new technology, a sense of ownership and information accuracy. Raja Mohd Ali’s [30] study 

highlighted a consistent result about the owner’s knowledge. However, the results of her study based on large 

organizations is not limited to knowledge about a new technology only, but also knowledge about the environment and 

the future of the studied organization. With regards to the sense of ownership factor, this might be because the SMEs 

are normally owned by families and co-operative partners who would have a high sense of belonging to the firms. Apart 

from that, top management has full responsibility to ensure the survival of the firm and thus need to provide its full 

commitment to a decision made on an IT-related investment. 

 
Table 6: Factors affecting top management and users to participate in SISP process 

Factors affecting Top 

management 

Users 

Knowledge X X 

Ownership X  

Information accuracy X  

Compulsion  X 

 

Similarly, one factor affecting user involvement in the strategic IS planning process is employee’s knowledge. This is 

consistent with Raja Mohd Ali’s [30] study who found that the users participate in the strategic IS planning process due 

to, among other reasons, their knowledge about their tasks. One of her respondents highlighted that the users have 

knowledge about their work-related tasks, so they will provide sound information about future IS. In the same study, the 

element of compulsion also was found to be one of the factors explaining user participation. In a similar vein, Bruque 

and Moyano [55], in their qualitative study on identifying the factors behind the intensity and speed of adoption of 

information technology in SMEs, reported that the participation of the member–workers (employees) was seen as 

important in the decision-making process regarding innovation in technology. Some respondents in their study felt that 

the ownership, management and workers was important in the introduction of technological innovations. 

The aim of the study was to investigate the practice of IS planning by Malaysian SMEs, with a particular focus on the 

role of top management and user involvement. The results lead to implications that can be viewed from theoretical and 

practical perspectives. The results of the study contribute further to the body of knowledge by demonstrating the  roles 

of top management and users in the strategic IS-planning process in the SME environment. While previous studies have 

mainly highlighted the importance of top management commitment and user participation in the strategic IS-planning 

process in large organizations [56],[1], this current study is among the first attempts to study the commitment of the top 

management and the participation of users in the strategic IS-planning process of SMEs. Furthermore, this study has 

highlighted how top management and users participate in the strategic IS planning process. Specifically, the study 

examines the roles of top management and users as decision maker, researcher and decision maker. The study further 

reports factors contributing to varying roles of top management and users’ involvement. Despite the fact that the study 

has ascertained applicability of IS planning phases in the SME environment, further refinement is needed as to reflect 

somewhat different roles played by the top management and users involvement amongst firms in this sector. Hence, the 

outcomes of the study could shed some insight for researchers to further refined IS-planning phases as Newkirk et al. 

[28] proposed earlier by incorporating the roles of top management and users that possibly better fit with the SME 

context. This study has then set a starting point for further investigation.   

With respect to managerial implications, the study is of relevance for top management of the SMEs. The findings could 

facilitate the top management to plan for more efficient and effective strategic IS planning. Hence, to slowly moving 
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from IS planning that is informal, operationally-oriented and short-term focused, into a more strategic IS planning 

approach, as to reap optimum values from IT/IS. Having considered limited resources and capabilities, this study 

provides understanding to the top management and users of the SMEs on the roles and responsibilities that they would 

have to anticipate in IS planning activities. This study, therefore, could facilitate management decision making by 

informing about the importance of top management commitment and the roles that users may be empowered with to 

ensure effective strategic IS planning activities. Owing to its inherent constraint of resources and expertise to optimize 

strategic IT values, more extensive collaboration with their IT consultant or vendor is very much anticipated in a way to 

further support the top management decision. Such move would complement the limitations (lack of IT knowledge and 

skills) that are inherent amongst the SMEs. In addition, partnering with IT consultant or vendor ensures more 

synchronized IS planning to take place within a firm [42]. Consequently, by having more establish IS planning activities 

could potentially facilitate the SMEs in aligning their IT investment in support of their strategic needs.  

6. Conclusion 

Having considered its domination of the business presence and its substantial contribution to the economic development 

of most countries, the Small and Medium Enterprise (SME) sector has been given exceptional governmental attention 

while formulating various national strategic plans. Even though SMEs usually comprise a large percentage of total 

established business, its contribution to national GDP and employment opportunities are relatively moderate. Hence, 

more efforts are expected to promote greater roles played by SMEs by extending their productivity and pushing the 

firms to become high-value added exporters. With globalization challenges facing them, firms must be equipped with 

various capabilities to survive, which include continuous innovation and technology adoption. The deployment of 

appropriate IT/IS facilitates firms in extending information-processing capabilities that provide firms with right 

information at the right time. Therefore, proper IS planning is essential to ensure that the deployment of IS/IT aligns 

with the strategic business needs of the firms. Considering the dominant roles of top management in most SMEs 

decision making, and the importance of user participation in planning activities, this study initiated an investigation of 

the roles of top management and users in the strategic IS planning process. 

Deploying a case study approach, a series of interview sessions were conducted involving three top management and 

four users working at three SMEs operating in different industries (manufacturing, printing service, and food and 

beverage). The investigation revealed that the top management plays two important roles in the strategic IS-planning 

process, namely, decision maker and researcher, whilst the user plays mainly the role of an input provider. The results 

of the study are somewhat consistent with findings related to large organizations except for the role of top management 

role in SMEs as a researcher. This might because the strategic IS planning process in larger organizations is typically 

conducted by a special steering committee or by consultants. This team develops the strategic IS planning and presents 

a report to the top management whereas, for smaller organizations, such a team will be too costly. In this study, finding 

information regarding new technology or information systems was the responsibility of the owner with the assistance of 

employees or business partners. 

Despite meaningful insights, some precautions on interpreting the results of this study must be observed considering its 

limitations. First, this study was conducted on firms located in the northern region of Malaysia. The SME environment 

in the other parts of Malaysia might give a different view regarding the roles of top management and user participation 

and the strategic IS planning process itself. Second, the research quality depends heavily on the individual skills of the 

interviewer and could have been influenced by the interviewers’ personal biases. Nevertheless, effort was made to 

minimize the possible bias by triangulating the data obtained with the interviewees. Lastly, the study involved three 

companies in three different industries, which limits an explanation on the results as each industry has unique 

dependence on the information systems and technology. Future research should include more companies in the same 

industries to increase the generalizability for specific industry. 
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1. Introduction 

Agile software development approaches are common, if not dominating, in information systems project management 

practice these days. Among the stakeholders in agile projects, the customer has a prominent role as the provider of 

requirements and domain knowledge to the development team. In the original agile approaches, for instance Extreme 

Programming [1] or Scrum [2]. The customer is often envisioned as a single person representing the client’s interests, 

being available for the developers to specify and prioritize requirements as well as being an on-site domain expert. In 

recent practice, particularly as we aim to scale agile methods to many geographically distributed and specialized teams 

within one project, the customer is often not a single person, but a team or organization of people with the responsibility 

of providing requirements and quality control [3][4]. 

The formulation of the Agile Manifesto [5] is mostly a developer-oriented perspective on how to do software 

development projects, so the developers’ practices are in focus, and the customer role is under-specified in the concrete 

methods. Also in research, the role has not been focused much, but we do know that it is a difficult role to fill, with 

practitioners enjoying it and exploring a variety of approaches [3]. At the same time it has been observed that customers 

struggle with the role, leading to project risks [6][7]. 

Agile software development has become mainstream, and given that customer collaboration is crucial and understudied, 

it is necessary to establish more knowledge about what effects customer collaboration performance have on the 

outcome. What are the mechanisms involving customers that enable or inhibit progress and success in agile software 

development projects? It is the purpose of this article to search for some answers to this question, and to study this, we 

have analysed qualitative data from a two-year development project, where the customer’s performance has had 

significant effect on the outcome. To get valid conclusions about causes and effects, we have chosen to follow a process 

tracing case study methodology [8], i.e., a research method where one in a rigorous manner analyses qualitative data to 

identify mechanisms at work, observed through chains of events, and through this explain the outcome of a case from 

its particular contingencies. 

The outcome of the analysis shows why the outcome of the software development project, in the context of over-
scoping and immature customer, still has acceptance from the customer. The answer is that the agile software 

development methodology, with its communication practices, gradual requirements specification, and continuous 

delivery, combined with important events in the project increases the customer’s sense of responsibility for the 

outcome, and further causes an acceptance of a low completion of initial requirements. An additional main contribution 

of the article is that it constitute a first example of how to use process tracing as a research method in information 

systems and project management research. 

The paper is organized as follows: We start with a section on the customer role in agile methods (section 2), motivating 

the research question, and then continue with a presentation of the particular case study method called process tracing 

(section 3). After a short presentation of the data collected in this longitudinal study (section 4), we go on with the 

analysis (section 5), providing examples of how we have used process tracing to explain the mechanisms at work. In a 

discussion (section 6), we summarize the findings and implications for theory on customer collaboration before we 

conclude (section 7).   

2. The customer role in agile software development projects 

An early summary of customer collaboration practice in general is found in a grounded theory study by Martin et al. [3]. 

They present a number of de-facto roles occurring in customer teams, and in addition, a collection of established 

customer practices providing value to the development project. In another grounded theory study, Hoda et al. [6] 

document how projects struggle with lack of customer involvement, identifying causes for this as well as consequences. 

They also identify a number of “undercover strategies” practiced for increasing customers’ involvement, contingent on 

the project factors.  
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Some authors have a focus on other aspects of agile methods than the customer role per se, but has findings related to 
the customer, for instance Ramesh et al. [7] who show that lack of customer competence and lack of customer 

concurrence imply risks in agile requirements engineering. This is an observation also made in a study by Conboy et al. 

[9]. A couple of studies emphasize how missing domain knowledge on the developer side causes misunderstanding of 

requirements provided by the customer [10][11]. Lately there has been attempts to facilitate customer participation in 

requirements work and decision making suggesting new approaches, techniques, and tools [12]-[15].  

There is, so far, not any conclusive studies that the resource demanding customer practices suggested in the Agile 

Manifesto actually deserve the merit they are given. However, one source of evidence for the necessity of well-

functioning customer collaboration is all the research conducted on user participation in software engineering. The user 

role is not the same as the customer role, but users have the domain understanding and can also assess usability and 

quality of the resulting products of a development project. Two meta-studies conclude on solid grounds that 

user/customer participation and/or involvement have positive impact on system success [16][17]. Notice that both these 

studies include work on customer collaboration in software engineering in their collection of studies. One of the studies 
includes a collection of user or customer participation practices found in software engineering projects, documenting a 

large variation on how user participation is managed [16]. Abelein and Paech’s [16] meta-study identifies main factors 

that influence the value of user participation, and human aspects related to user involvement (psychological ownership) 

and trust are considered important. Siddique and Hussein [18] looks at success criteria for agile projects as seen from 

the supplier’ side, and brings forth the continuous and collaborative supplier-customer assessment of project status as 

instrumental to success. Worthwhile mentioning is also Nuotilla et al. identification of stakeholder participation and 

involvement as a main challenge in public domain projects [19]. Another trend supporting the importance of customer 

collaboration in software development, is in the general project management literature where we now find research that 

identifies relational contracts combined with good owner-contractor collaboration as factors that contribute to project 

success [20]-[22]. 

In a longitudinal case study Bano et al. [23], continuing the previously mentioned meta-study [17], they aim to 
understand more deeply how user satisfaction, indicating system success, evolves as the contingencies of the project are 

changing [23]. This kind of deeper analysis of how the theoretical mechanisms contributing to project outcome play out 

in a particular project, and further how the mechanisms interact, is not found in the research on customer collaboration. 

Such studies will potentially help to strengthen and adjust existing theories as well as bringing in new perspectives on 

what makes customer collaboration successful. In the case study presented here, these mechanisms are the main study 

object, as we identify mechanisms in place in a particular project organization, and analyse how these actually 

contribute to the outcome of the project. 

3. Process tracing case studies 

The use of case study research is well accepted in both information systems and software engineering research [24]-

[26]. It is a research approach that allows us to get a deeper understanding of theoretical concepts, and in a domain 

where it is difficult to do valid quantitative studies, the case study is helpful also for theory development. In the domain 

of customer collaboration in agile software development several of the mentioned studies in the previous section are 

case studies ([3][6][10][11]).  

McLeod et al. [27] focus on longitudinal case studies in software development. They discuss relevant issues for 

longitudinal research in the domain, for example, access to the case organization during the whole data collection period 

and collection of data from many sources, representing multiple perspectives. Dubé and Paré [28] have assessed the 

level of rigor in a large collection of information systems case studies, and found varying rigorous strength. As a 

consequence, they give recommendations as to how higher rigor could be ensured. In particular, they mention better 

documentation of data collection and analysis processes. 

In political science, there has lately been attempts to formalize case study approaches that aim to understand causes of 

events and processes. Beach and Pedersen [29] provide an overview of such methods dividing them into three 

categories, comparative methods, congruence methods, and process tracing. The last one, process tracing, is 
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particularly relevant in cases where you have longitudinal data, and aim to understand what mechanisms work 
throughout the lifespan of the case, and how they influence the outcome of the process going on inside the case. As 

such, it matches well with longitudinal studies of software development projects, where one aims to find out what 

happened, why it happened, and what the consequences were. 

Beach and Pedersen [8] describe in detail their perspective on process tracing, and their approach has also been 

followed in this case study. They see process tracing as a method where a researcher can make strong within-case 

inferences about why an outcome came about. What were the initial states of a process, what were the events during a 

process, and how did causal mechanisms at work in the particular domain, contribute to create the outcome? As every 

case will have its own features and mechanisms in place, the method is a single-case study method. It is essential to note 

that we are talking about causality in the form on “X caused Y”-propositions, not correlations between variables as 

often seen in quantitative studies.   

Process tracing opens for both deductive and inductive studies. The case may contribute to science by using existing 

theoretically knowledge, and try to give deeper explanations on how this theory works. But there is also an option to 
establish new theoretical concepts and statements, verified by good data and analysis, presenting novel causal 

mechanisms. Often, a process tracing study will have elements of both [30]. 

Central in process tracing is the concept of a mechanism, which is understood as “an agent or entity that has the 

capacity to alter its environment because it possesses an invariant property that, in specific contexts, transmits either a 

physical force or information that influences the behaviour of other agents or entities” ([31]; in [8]). Beach and 

Pedersen [8] maintain that in the single-case context a mechanism is deterministic, i.e., the effects it produces occur out 

of necessity in the specific context of the case. Finally, it must be noted that a mechanism is to be seen as something 

that works on the whole case, and may have some non-trivial complexity relating to variables and causes. It may, 

however, consist of parts or sub-mechanisms that by metaphor can be seen as “toothed wheels” and “bolts” help to 

bring about the total effect of the overall “machine” or mechanism. 

The analysis in process tracing is based on qualitative data. This can be whole documents, interviews, or even only 
single statements in an interview or from a meeting’s minutes. These chunks of data will through the analysis gain 

status as evidence. For this to happen, the data must be related to the context and the hypothesized mechanisms, and 

seen to be relevant for the argumentation. Collier et al. [32] have named evidence in this understanding by the term 

causal process observations (CPOs). 

Identifying the right hypotheses about mechanisms is a challenge, and is depending on theoretical and practical 

knowledge of the domain under investigation. For example, there could be traces of evidence that relate to a particular 

explanation from theory, and this would be a starting point for making hypotheses or identify parts that may be included 

in a hypothesized mechanism.  (Sub-)mechanisms explicitly stated or strongly suggested in the data are also candidates. 

Arguments in process tracing is rooted in Bayesian logic, where one assign a priori probabilities to statements given no 

evidence, and then estimate posteriori probabilities based on updating from the use of conditional probabilities relating 

hypothesis and evidence [8]. This is done in a qualitative manner in process tracing, where conclusions are based on 

qualitative assessments of the strength of evidence and its power to confirm or disconfirm hypotheses. Van Evera [33] 
suggests that one categorizes the Bayesian arguments for or against a particular hypothesis into four types, straw-of-the-

wind test, smoking-gun test, hoop tests, and double-decisive tests. A straw-of-the-wind test is an application of evidence 

to strengthen or weaken a hypothesis, but neither at the level of confirmation nor disconfirmation. Smoking-gun tests 

allow us to strongly confirm a hypothesis, whereas the opposite evidence would not disconfirm the hypothesis. Hoop 

tests allow us to disconfirm a hypothesis if needed evidence is missing, but not strongly confirm it if the evidence is 

there. Finally, double-decisive tests are when evidence allows us to confirm one particular hypothesis and disconfirm 

the rest. Although these categories can be helpful one should be aware that they really can be seen as a division of a 

continuum with two dimensions, one dimension being the confirmatory power of evidence (because evidence is unique 

to a hypothesis), and the other dimension being the disconfirmatory power of evidence (because certain evidence is 

needed to confirm a hypothesis). 



What causes positive customer satisfaction in an ineffectua l software development project?  

A mechanism from a process tracing case study  

 

 

 

International Journal of Information Systems and Project Management, Vol. 6, No. 4, 2018, 83-98  

◄ 87 ► 

Beach et al. [8] emphasize rigor in process tracing, and by that meaning, among others, sources of hypotheses, 
documentation of evidence sources, prior assessments hypothesis strength, specifications of what kind of evidence one 

needs for a test to be passed, and documentation and argumentation for the strength of applied evidence. It is 

challenging to describe all of this at a sufficient level within the space limits of a journal article. Qualitative case studies 

are by nature demanding to present. However, we will here try to give a convincing exposition of the studied case and 

the conclusions drawn. 

4. The case story and the data 

The customer organization of this study has existed for more than 100 years. The last 20 years the company has 

changed from being mainly involved with services within one particular business domain to be engaged in two related 

business domains. The old domain (domain O) is rather static, and there are few changes in the domain, whereas the 

new domain (domain N) is still growing and new approaches and solutions to the business are still developing. The 

company has a central office in a main, Norwegian city C1, as well as regional offices all around the country. To avoid 

identification of the organization, respondents and other stakeholders, the description is here kept at an abstract level, 

but maintaining essential features of the project itself. 

The service provided is complex and needs planning before delivery. The company some years ago identified a need for 

better computer support for their field personnel. The field workers wanted faster access to information, a standardized 

way of behaving towards customers, and automated documentation of the services provided. Other aims were to present 

themselves to their clients with a uniform behaviour and being able to collect better statistics about the clients and the 

market. They conducted an internal process for specifying needs, and an external consultant (A1) was engaged in 

process modelling for activities to be supported by the final tool. The resulting document was an informal requirements 

analysis. 

During spring 2015, tenders were invited for a 20 months long, 3.0 million Euro software development project. The 

company has a significant, internal Information and Communication Technology (ICT) department, but they do not 

have the capacity to run such ISD projects. A small/medium-sized software development company won the bidding 
process. The contract was formulated as a hybrid contract with three production deliveries, but applying a Scrum 

process with monthly, intermediate test releases throughout the project. The contractor has its main site in another 

Norwegian city C2, and a second site in a third city (C3). Both sites were involved in the project. Consequently, we got 

a distributed project with development teams at two sites, and the company at a third geographical site. 

The project started in September 2015, focusing on functionality for domain N. In the first sprints, focus was on going 

from the specified needs in the informal requirements document with its process models to describe epics and user 

stories for the domain N in parallel with initial software development. A1 had a significant role in this work together 

with functional designers at site C3. The customer role was realised by a product owner group that consisted of 

representatives for both domains, as well as a constituted product owner who lead the group. 

During the first six months it became clear that the management for domain N was not satisfied with the solutions for 

service delivery planning, and the manager took over for the deputy that had participated in the product owner group. 

The project’s contract, due to lacking progress and continuous discussion about changed requirements, was changed 
into an agile contract in the start of 2016. Simultaneously, A1 was released from the project, and consultant A2 was 

hired by the company. A2 had experience with agile project practices, and took an internal project manager role. The 

project also started the development of epics and user stories for domain O during spring 2016. A2 initiated changes to 

the delivery practice into a continuous, Kanban-like delivery process. Production releases should be delivered every 

month, as well as bi-weekly releases for testing. 

Ten months into the project, they had spent most of the funding for the domain N, but solutions for service delivery 

planning (main functionality of the system) were not accepted. The intention was now to focus on domain O, but 

resources were also in the continuation spent on completing domain N. The project was extended with a few months. 



What causes positive customer satisfaction in an ineffectua l software development project?  

A mechanism from a process tracing case study  

 

 

 

International Journal of Information Systems and Project Management, Vol. 6, No. 4, 2018, 83-98  

◄ 88 ► 

During fall 2016, a client for the field workers in domain N was tested in production with positive responses on the 
users’ behalf, even though domain N’s main office was dissatisfied because it did not match their ideas of how the 

business processes should be. Initial functionality was delivered for domain O, as well as documentation of epics and 

user stories for prioritized functions in that domain. Expectations on the company’s side were reduced, but they still 

trusted that there would be a significant amount of useful functionality at the project’s end date. In November 2016, a 

report stating that with current development speed less than half of the first priority features of the system could be 

delivered within the project time. The company representatives in general did not seem to a serious extent to be critical 

to the project process and the contractor, and still had fairly high expectations. 

The project was prolong until the end of 2017, when the project went into maintenance status. During that period, not 

many significant changes happened to the organization of the project. One person in domain N was from late 2016 

partially assigned responsibilities to participate in developing services related to the customer’s own clients’ planning 

and accounting of production. Functionality for this was delivered in 2017. Functionality regarding plans for customer 

interaction in domain O was also delivered during 2017. The customer’s way of relating to the contractor did not 
change much, even though variants of how to handle requirements were tried and shifted out. They maintained a good 

cooperation towards the end of the project. 

The data from this project are from the whole project period, and are mainly of four types, interviews, meeting minutes, 

status reports, and meeting observations. The bulk of the data are from the two first categories, and in particular the 

interviews have more explanatory power.  

The 27 semi-structured interviews were done starting in March 2016 and continuing with some longer breaks up until 

October 2017. The interviews lasted from 40 minutes up to an hour. Ten of the interviews were done with three 

members of the developer teams, two of them in city C2, a software architect and a test manager, and one in city C3, a 

functional architect (designer). The rest of the interviews (17) were with the company’s project representatives, located 

in city C1. The roles of the these interviewees were a product owner, the internal project manager, two business domain 

middle managers, the project owner (the Chief Information Officer (CIO), the leader of the local ICT department), two 
ICT department developers, and two domain specialists. The topic of the interviews was all the time on project progress 

and the reasons for events and outcomes of the project. In the last eight interviews we also talked about the effect of 

agile methods and customer-contractor communication in the project. All the interviews were conducted by this 

article’s author. We also have data in the form of documents with minutes from project manager meetings (a total of 80 

meeting minutes), steering groups (22), work group meetings (15), and retrospectives (25). In addition we have had 

access to project status reports produced from June 2015 up to and including September 2017 (21 reports). Finally, we 

have six observation protocols from a graduate student, who was taking notes at retrospective meetings in the start of 

the project up until March 2016. The student then moved on to collect data from a different case, irrelevant for this 

study. 

5. Analysis 

What makes this project particularly interesting was the fact that the customer more than a year into the project was 

informed that they would get less than 50% of their initial first priority features, and at the same time was not very 
critical to the contractor’s work. Instead of a situation where the parties would play a blame game, the customer and the 

contractor seem to have been in agreement to make the best out of the situation. So we have a conjunctive outcome o 

that we want to explain here, formulated as o = o1 ˄ o2 where o1 = “< 50% delivery” and o2 = “accepting customer”. 

What is it with this particular project that has caused this seemingly contradictory situation? Can we find the 

mechanism behind o by identifying events and their consequences related to the customer’s participation in the project? 

5.1 Generating mechanism hypotheses 

Establishing which hypotheses one wants to test in process tracing is one of the challenges of the method. Guidelines 

say that we could look for potential hypotheses in theory, and try to match these with observations found in the data. 

For example, there may be statements in interviews that actually try to explain causalities. Other empirical reports on 
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similar topics, and the researcher’s own experience and knowledge of the domain may also provide starting points for 
hypothesis generation.  Thus, we can identify potential candidates for mechanism parts, which may in the end be 

combined to provide a complete explanation. In this work, candidate hypotheses originate from statements in the 

interviews as well as other empirical studies and theoretical knowledge about relations between variables and system 

success. 

A rigorous start would be to first use data to verify the outcomes o1 and o2. There is a strong smoking-gun evidence that 

o1 is true based on the report that actually states this. Later support of this is that at towards the project’s end we find 

that only requirements regarding information presentation and data consistency control has been delivered to domain N, 

missing support for field work. In domain O information presentation and only parts of the complex field work support 

are delivered. This is far below the initial specification. As for o2 = “accepting customer”, this would have a comparably 

small prior probability (P(o2|o1)) in this case. But there is smoking-gun evidence found as the customer in the 

contractual change actually took most of economic responsibility for the slow project progress. Other supporting 

evidence is this sentence about the CIO found in a project status report about midways in the project: “It was especially 
nice that the CIO [the customer’s CIO] dropped in to say hello to the [the contractor’s] team, and said that they [the 

customer] were satisfied with the work done.” A successful hoop test to support an alternative to o2 would need 

evidence that showed that the customer at some time has tried to place economic and legal responsibility on the 

contractor. This is not found, so o2 is considered to be verified. After this verification of the main outcomes, it would be 

interesting to establish the mechanism that results in o = o1 ˄ o2 even in a situation where the probability of o2 given o1 

(P(o2|o1)) is small. 

An standard process tracing approach for developing the mechanism that explains the case is to try to verify parts that 

would have to go into that mechanism, and then try to construct a complex mechanism where these parts work together. 

The parts we can hypothesize being at work in this case are related to those variables shown to contribute to success in 

systems development projects [34]. A requirement is also that we in fact have qualitative data enabling us to analyse 

these variables. The focus of this research was on the customer role, so we have chosen the customer’s capabilities and 
behaviour, the contractor’s capabilities and behaviour, the technological complexity of the system, the project 

management practices including user participation and communication practices, and finally project scoping as 

important variables to study. We will in the analysis describe the sub-mechanisms that has been in play in this case, and 

finally construct a complete mechanism from those partial mechanisms. 

5.2 Sub-mechanism 1: Over-scoping and customer capabilities cause low delivery 

In this section, there is an analysis of what actually lead to low delivery, i.e., o1. First, there is an analysis of possible 

causes, and then an analysis on how they interact to create a low degree of project completion. 

The most visible evidence that scope size has had an impact on outcome comes from the re-estimation report produced 

towards the end of 2016. This report itself is a CPO on outcome o1, indicating that the hypothesis h1=”Initial project 

over-scoping caused o1” needs to be tested. An argument for over-scoping is that the project consisted of two equally 

sized parts. At the time of the re-estimation report there had been progress for domain O, and almost half of the project 

period still was left. Then, if adequately scoped initially, at least 50% of the total scope, i.e., all of domain O, and in 
addition the accepted functionality for domain N, would be expected to be delivered. This is considered a double 

decisive evidence that supports h1 as part of the explanation for over-scoping. We have no clear cut explanations as to 

why the project was initially over-scoped, but lack of understanding of technological and organizational complexity 

could be one, in combination with inadequate funding to the project. In an interview, a respondent mentioned high 

expectations on the possibility to integrate off-the-shelf software in the solution as a possible cause. 

The customer or user’s ability to provide sufficient support to the development team in a system development project 

has been critical in many instances, and lack of participation and engagement in the project reduces system success [35]. 

In this case, there is lots of evidence pointing towards insufficient customer participation. There are two main reasons 

for this: immaturity or lack of experience in the organization when relating to system development projects, but also 

low capacity for contributing to the project. This leads to the proposal of hypothesis h2 = “Low customer capability 
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caused o1”. A statement from a contractor interviewee early in the project is clearly indicating this: “…one thing to talk 
about is process competence - process and maturity with regard to develop IT systems. I would say that they are rather 

immature with regard to developing IT systems. They don’t seem to have good heuristics about how behave as customer 

in relation to a contractor, for instance on being able to deliver the domain knowledge, to ensure that one has resources 

available for long enough time, and that your willing to organize a set up for participation that facilitates the process to 

run together with us.”  

To prove this relation it is important to search in data for CPOs and events that gives a causal chain from low customer 

maturity to o1. CPO-s that could support this chain, would report on low management support, conflicting priorities, 

unengaged users, missing understanding of the project goals, etc. 

There is additional evidence, besides the statement above, which strongly supports the fact that the customer had low 

capability to handle this kind of projects, but only for domain N and the customer’s ICT department. Domain O defined 

their goals clearly, for instance, by having described established business processes that they will support. They also 

have given very high priority to the project, by assigning qualified personnel to work 100% as customer representatives. 

When it comes to evidence regarding domain N, they have since the start of the project to the last few months got clear 

messages about their participation. This is visible in the project management meeting minutes from the beginning of the 

project and even 5 months before the end we find in a document: “The project is still not sufficiently prioritised in the 

domain N department”. The middle manager of domain N who was responsible for the domain’s participation was 

more critical to the way the project was run overall, but also he admitted that resources was not sufficient: “So we may 

also be criticized for not having invested enough in the project, that we did not have enough personnel to ensure 

quality.” Priorities were not the only problem for domain N, as unsettled business processes lead to a situation where 

consultant A1 and the contractor’s requirements team focused on the field workers’ current practices. The initial focus 

on user needs obviously have support in the literature on information systems development. However, the users’ 

immediate need was obviously in conflict with the intention of the main office’s wish to establish new business 

processes and to support those instead. This lead to continuous disagreements about requirements, and finally domain N 

did not accept the solution for field support. 

The customer’s ICT department also had a significance role in this project, as they were responsible for the databases 

and API-s for accessing the data. They seem to have delivered the needed solutions only partially or after repeatedly 

being pushed for response. There is a constant focus in meeting minutes on the need for the ICT department to prioritize 

the provision of APIs to the project. Particularly towards the end of the project, this becomes visible in the data, both in 

interviews and minutes. This is mainly a priority issue, as the consultant A2 expressed: “Even though they do 

understand agile, it has not really been understood that they actually must assign resources to this. They blame it on 

priorities; that business management requires things that they have to give priority.” 

The contrast to department O is pronounced. In interviews, their participation is praised both in terms of resources 

assigned and their ability to respond constructively. One interviewee said, “The work that has been done by domain O 

and those who have participated there has been fantastic, and there we have indeed come a long way”.  

The maturity of the contractor is known to be a main factor in system success. This is for instance the perspective taken 
in the Capability Maturity Model (CMM) [36], and in models that suggest approaches to leverage an agile team’s 

maturity [37]. There were some traces of dissatisfaction with the contractor in the later interviews. For example, the 

consultant A2 expressed that they are not working in an agile manner. They also continued work with user stories and 

epics of parts of the system that were supposed to be postponed. The contractor did probably not have the most mature 

agile team, but there no evidence that lack of contractor maturity caused o1. On the other hand, the contractor seemed to 

have processes that to some extent match recommended processes for developing own maturity [37], suggesting 

awareness of the organization’s need to improve. 

The last factor looked at is technological complexity. There is not much evidence in the data that the technology was 

too difficult to handle for the contractor or the ICT department. There was some discussions regarding the data 
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organization that were solved after some negotiations. In addition a third party service provider was slow at responding 

to requests for APIs to their services, but these issues also seem to have been solved. 

When it comes to the causality, of course over-scoping in itself is an important cause for low delivery. In addition, there 

are three main observations regarding domain N and the ICT department. First, they have had a lack of resources to 

participate well in the process. Second, there has been conflicting priorities, and finally, the business processes were not 

settled for domain N.  

Thus, the customer’s immaturity contributed to reducing the amount of finished functionality in addition to the effect of 

over-scoping. Large parts of the solutions that was made in the start of the project was in the end not accepted by 

domain N due to disagreement on requirements within domain N. This obviously contributed to low delivery. Lack of 

internal resources in the domain lead to inability to define new business processes in time, and because of conflicting 

priorities, representatives for domain N did not participate in or was not prepared in planning meetings. Dissatisfaction 

with lacking prioritisation was repeatedly expressed in minutes from retrospective meetings. As the main office did not 

contribute enough, the contractor relied on information from domain N’s field workers. Requirements thus were often 
in conflict with the main office’s wishes, and postponement of prioritization lead to little work to do for the system 

developers, making them unproductive in addition to having made the wrong solution. A quote showing the project’s 

lack of agreements and communication within domain N, was when one representative from the contractor said about a 

manager in domain N: “He was included because he had strong opinions about things, in requirements work or in 

development, and then he suddenly said «This is not how it should be». And this happened after some of his 

subordinates in fact had given their support for this solution.” Another event that shows lacking priorities in action was 

a superior manager’s prioritization of a business report, causing the domain N representative to be unprepared for 

planning meetings (if at all participating). 

The data also verifies that the ICT department’s ability to provide the APIs to the databases in time has caused delays in 

the project. An issue that also was mentioned frequently, was delays in deployment of tested solutions into production. 

This was evidently caused by low capacity in the ICT department. A quote from several meeting minutes summarize the 
ICT department’s lack of capacity: «Lacking capacity to handle changes and new challenges in the ICT department is a 

high risk». 

5.3 Sub-mechanism 2: over-scoping and a customer with lacking capabilities, combined with agile project 

management practice causes customer sense of responsibility 

In a case study focusing on reasons for too large scope, Bjarnason et al. [38] identify several sources of over-scoping in 

the project, the most prominent cause being the continuously changing requirements. In their case, approaches like agile 

cross-functional teams, continuous prioritization, and gradual detailing of requirements were applied, and were shown 

to be helpful strategies for managing over-scoping in the project. The case in this article also has an agile approach to 

project management, and also what may seem like a positive outcome of the project, making it similar to Bjarnason et 

al.’s case. Bjarnason et al. refers to the concept of “communication gap” between developers, requirements workers, 

and the customer, and suggest that the agile practices reduce the communication gap and thus creates acceptance for 

less than expected delivery. 

This may suggest the sub-hypothesis “The agile project management approach facilitates outcome o2 in the context of 

over-scoping and customer with lacking capabilities” for further analysis. Still, even though acceptance may be an 

outcome, there is a lack of understanding of how agile project management may contribute to acceptance. What are the 

mediating mechanisms? Closing of communication gaps is one of the goals and effects of agile methods, and it was 

obtained in the case in this article as well. However, it is not sufficient as mediating variable to explain acceptance. 

Why do closed communication gaps cause satisfied customers? As a sparking clue to how this analysis should proceed 

one of the interviews said “if you have a common responsibility to deliver as much as possible, then you will become 

more interested in the process, and you see what is the best way to go”. This suggests that the agile practices in our case 

in fact may have caused higher trust between customer and contractor, leading to a higher acceptance of own 

responsibility for the outcome of the development process. In light of this, it is suggested that o3 = “customer sense of 
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responsibility” could be a mediating variable towards acceptance of the outcome. In the remaining of this subsection, 
we will try to verify the sub-hypothesis h3 = “The agile project management approach facilitates outcome o3 in the 

context of over-scoping and customer with lacking capabilities”. 

There are several clues showing that the customer has had a large sense of responsibility. For instance, after domain N’s 

insufficient participation in the initial stages of the project, combined with a growing understanding of the complexities 

of their original requirements, a change of contract was initiated by the CIO of the customer. This changed the project 

from a fixed price hybrid project to an agile project with continuous delivery and with less focus on initial requirements. 

The customer in this manner took most of the cost relating to unsuccessful progress. At the same time, an internal 

project manager (A2) with long-time agile experience was hired to support the initial product owner who had little 

experience with IT projects. The agile project manager championed continuous delivery even more, and iterations were 

cut down to two weeks. In addition, requests for dedicated support in the project owner group were sent both to domain 

O and domain N. Domain O delivered one person 100%, which was a success. Domain N dedicated less in terms of 

work hours, but appointed a person who supported with domain knowledge related to a specific functionality (control of 
complex production data). This data control functionality was delivered to domain N towards the project termination, 

and this was considered a minor success in the project. The customer gradually assigned more and more resources to the 

project, responding to the contractor’s requests for domain knowledge and consistent requirements prioritization. 

The causes for the sense of responsibility we have observed in this project could be other than the agile project 

management practice. For example, it could be that the customer organisation could have a high sense of responsibility 

for the outcome from the start, causing them to invest more in the project than initially planned when problems 

occurred. To validate the hypothesis here, that the project management practice actually was causal here, we need data 

that shows how agile practices have changed the overall sense of responsibility of the customer organisation. 

A first observation is that the communication practices of agile methods have been instrumental in this, even though a 

fixed price contract was initially in the foundation of the project management practice. From the start, frequent meetings 

were held, always in a cordial atmosphere; most meeting minutes throughout the project report that project 
communication is good. In the minutes it is also evident that the contractor from very early pointed at the insufficient 

and inconsistent participation of domain N. Internal representatives in the project confirms this in the early interviews. 

As normal in agile development projects, domain knowledge and precise specifications of the requirements were also 

issues in communication. Early on it became clear that the requirements were not well specified, which again lead to 

many change requests in the project. Negotiations on change took much time, which had consequences for progress: 

“Last year there was a lot of standoffs about change. We had to decide how to handle the changes, which not 

necessarily need to be handled in an agile manner. But then you must negotiate on each change, so I suggested we left 

the perspective that change was unwanted, and instead consider it wanted. How can we make this, and not spend a lot 

of time on deciding if this is a change.”  

One communication practice that build trust in the contractor was the monthly demo meetings that showed the progress 

of the project, allowing the whole organisation to reflect and propose improvements. Many showed up at these 

meetings, contributing to a well-rooted project in the customer organization.  Other straw-in-the-wind evidence suggest 
that the contractor got a high trust with the customer, leading to respect for their opinions, and further to an 

understanding of own responsibilities in the project. Communication in the O domain seemed to have been particularly 

successful. The domain O single contact point said: “I have very good collaboration with them, and I must say I’m 

surprised about how fast they grasp my domain and understand how it works, so I’m very impressed. So I think this 

collaboration works fantastic.” A representative from the contractor in C3 expressed: “The other thing we did to make 

things work, is that he [the domain O expert] has been here weekly on fixed days, and we have been in C1 and worked 

together. We have a very close collaboration, because we have been a lot together. We have done social things 

together, so it has been very good.” 

Agile communication practices did cause the change to an agile contract, and with that, also established more focus on 

continuous work with requirements and delivery. The agile practice of gradual requirements work seem to have 

contributed to a better understanding of the customer’s own role. One domain O specialist said: “They continuously 
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force us to be precise in our requirements. And we were not really aware of our needs beforehand, so that is positive.” 
Finally, the practice of continuous delivery has helped the customer representatives to understand the value of own 

participation. In domain N, the successful delivery of production data control was a result of continuous improvements 

based on user experiences: “We have adjusted that model quite a lot, because one has got a lot of feedback from those 

who have tested it.” The gradual inclusion of new functionality, also lead to an understanding of poor data quality in the 

customer’s own databases, initiating processes to improve their data as a means to better the value of the delivered 

software. 

5.4 Sub-mechanism 3: low delivery and customer sense of responsibility causes customer acceptance  

To finalize our analysis we need to continue the development of the sense of responsibility variable and see how it 

causes the customer’s acceptance of the outcome, and verify the sub-hypothesis h4 = “low delivery and customer sense 

of responsibility causes customer acceptance” or shortly stated “o1 ˄ o3 causes o2”.  Several statements from interviews 

contribute to the verification of the sub-hypothesis: For example,e project manager/product owner A2 said “I believe 

that without the dedicated specialists in domain O, then they would not have been close to the solution they now have 
on the field client. It is absolutely necessary. I think that has more of an influence than the contract.” A developer said: 

“We have instead worked with real priorities and what is important. The trust has been deciding for the outcome.” The 

middle manager of domain N said: “We have been realistic, so to the extent that they do this to ensure quality in what 

we get, then that is the most important thing.” The statements are isolated, perhaps by themselves not enough to prove 

that the customer’s sense of responsibility that mainly creates the acceptance of the outcome.  But then again, following 

a Bayesian logic, would it be probable that other hypotheses could lead to the statements above and many other similar 

statements? For example, would we have observed these statements regardless of the project management approach 

and/or with a sense of responsibility not influenced by agile practices? A yes to that question is hardly defendable. The 

conclusion is that the sub-hypothesis is verified. 

The complete mechanism showing the causal links between variables is given in Figure 1. The arcs connecting the 

causal links represent Boolean and-operators, also indicating how the three sub-mechanisms verified in the analysis 

work.  

 

 

Figure 1 The complete mechanism leading to a software development project with low delivery, but an accepting customer  
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6. Discussion 

The case presented in this study has two interesting outcomes: o1 = “< 50% delivery” and o2 = “Accepting customer”. 

Often o1 would lead to the negation of o2, with consequential discussion of blame, negotiations of economic 

responsibility, etc. But here o1 and o2 co-occur. As we have documented in the analysis, the causes for o2 in the light of 

o1 is an agile project management approach, leading to a sense of responsibility on the customer side which again leads 

to acceptance of the final outcome. Figure 1 summarizes the mechanism at work in the project, focusing on important 

contingencies in the project. Events occurring as an outcome of the described mechanism, and that have been 

particularly significant to obtain o3 = “customer sense of responsibility” and further o2 = “Accepting customer” are: 

1. Change of contract from fixed-price to agile (spring 2016); 

2. Hiring consultant A2 to work as a product owner (spring 2016); 

3. Change of project management approach towards more continuous delivery (spring 2016); 

4. Repeated requests from the contractor about more contributions from customer (whole project period); 

5. Customer assigning local domain experts with clear responsibilities to the project (early fall 2016). 

 
The case study here verifies observations on the value of developer-customer communication in ISD [39], but also 

indicate a more precise cause for why communication can be important, namely making the customer aware of the 

competencies expected from themselves to make the project successful. It is also an example that partially matches 

Bjarnason et al.’s finding that agile methods contribute to a shared acceptance of the lack of delivery due to over-

scoping [38]. 

The concept “customer sense of responsibility” thus represent a theoretical contribution in the understanding of how the 

customer may respond to agile information system practices. The sense of responsibility is a mediating variable that 

brings about a higher chance for acceptance of the final result and also seems to result in more engagement and 

contribution in the project during the development project. 

The process tracing methodology applied here is an attempt to use qualitative data to establish truths about single cases. 

Like quantitative methods, it is not infallible, but in light of existing theories and previous empirical findings, other 

researchers’ interpretation of the qualitative data most likely would support an explanation model similar to the one 
presented in Figure 1. Some links are not as strong as other, parallel to significance levels in numerical studies. But in 

this case the causal links must be considered to be strongly verified. Process tracing has not been tried out in 

information systems research before, and in this article we have documented how it can be used and further how it can 

contribute to an increased understanding of the information systems development field. It is particularly interesting that 

it, as in this case, has the potential to both verify existing theory as well as contributing with new theoretical concepts 

and relations. 

In a case study on a medium sized ISD project, where you analyse system success, data is personal and sensitive for the 

respondents. Project failure and success may be attributed to persons who have no wish to be public persons. The 

researcher may need to anonymize not only persons, but also the project, and even the domain of the project. This is a 

challenge also observed by Milne and Maiden in analysis of power relations in requirements engineering [40]. In this 

article, even the business domain is anonymised, perhaps reducing the validity and usefulness of the study. Privacy has 
been prioritized, and the analysis has been presented at this abstraction level to ensure that the anonymity of 

respondents. 

For the practitioner side, the presented story further adds to the evidence that all stakeholders, and in particular the 

customer itself, need to be aware the customer’s particular responsibility for a project to be successful. Problems 

encountered in the cooperation need to be handled with flexibility and competence. The case illustrates that if there are 

obvious and early problems with the requirements in a fixed price ISD project, quickly changing to an agile approach 

may be an approach to reduce conflict levels and support a delivery that still can be considered successful. 
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7. Conclusion 

In this case study we have seen how particular features of an ISD project have contributed to the outcome of the project. 

The process tracing method as applied gives us an insight into how one could use established theoretical knowledge and 

established empirical findings together with own empirical data to understand how the events and mechanisms in an 

ISD project actually influence the outcome. The concrete result is a mechanism for variables and outcomes valid in the 

particular case. Within this model, a significant contribution is the importance of the concept “Customer Sense of 

responsibility” as a mediator of the effects of agile project management practices. For project management practice, this 

study suggests an approach to explaining project outcomes in light of initial contingencies, project events, and their 

interactions. In particular, we have observed that participation in an ISD is demanding for a customer, and the 

customer’s maturity level and other competencies should be in focus to ensure project success. This case study confirms 

that weak customer competence can be alleviated by abiding to agile practices, as these practices may bring about a 

mutual understanding of the project among the stakeholders. 

Qualitative case studies are based on the researchers’ interpretation of data as well as being problematic to generalize. 
So any theoretical ideas would be preliminary. In this case, it is the idea that “customer sense of responsibility” is a 

human aspect, alike to user involvement and trust, that contributes positively to system acceptance.  To further validate 

the findings of the case, one needs additional case studies with agile customers. Such studies could aim to investigate 

the generalizability of the causal relations and the total mechanism found in this case, including the usefulness of the 

“customer sense of responsibility” as a theoretical concept. In the long term, quantitative studies aiming to verify this 

and other general theoretical mediators of customer effects in agile ISD should be conducted. 
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