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1. Introduction. What is “health”?

The term “health” presents two different meanings. First, “health” can mean “the state of complete physical, mental and social well-being and not merely the absence of disease and infirmity.” This definition was developed by the World Health Organization (WHO) in its founding Charter in 1946.1 The second meaning of “health” concerns all the activities aimed at preventing diseases, promoting recovery, and preventing both individual and collective diseases. In other words, it refers to what has traditionally been known as “healthcare services”, which can be delivered in national or private settings. The expression “healthcare services” embraces all services concerning “healthcare,” that is, “health-related services provided by health professionals to patients to assess, maintain or restore their health, including the prescription, dispensation and provision of medicinal products and medical devices” (Art. 3 lit. a Directive 2011/24/EU, of the European Parliament and of the Council, of 9 March 2011, on the application patients’ rights in cross-border healthcare).2

On the other hand, “health services” are excluded from the scope of application of Directive 2006/123/EC, of the European Parliament and of the Council of 12 December 2006, on services in the Internal Market3 (Art. 2 lit. f). Recital no. 22 of this Directive states that: “The exclusion of healthcare from the scope of application of this Directive should cover healthcare and pharmaceutical services provided by health professionals to patients to assess, maintain or restore their state of health where those activities are reserved to regulated health profession in the Member States in which the services are provided.” The exclusion applies regardless of the healthcare facilities, in which services are provided, how they are organised and financed at a national level, or whether they are public or private.

2. HealthTech

2.1. Definition of eHealth

The so-called “eHealth” or “electronic health” has been defined in different ways.4 At present, it is a term that enables the understanding between health professionals and the health technology industry.5 The different meanings that have been suggested, represent a new way of thinking, understanding, and living health on the side of individuals, whether they are citizens, health professionals, or public authorities.6

Electronic health can be defined as the set of health services provided remotely using information and communication technologies and and Artificial Intelligence (hereinafter, “AI”) systems that are compatible and interoperable.7 In fact, even without having fully implemented electronic health, we are already transcending it, moving

---

1 The quote comes from the Preamble to the Constitution of the World Health Organization, which was adopted by the International Sanitary Conference, held in New York from June 19 to July 22, 1946, signed on July 22, 1946 by the representatives of 61 States (Official Records of the World Health Organization, no. 2, 100), and entered into force on April 7, 1948. The definition has not been modified since 1948 www.who.int, accessed February 2021).
5 eHealth Taskforce, “Accelerating the development of the eHealth Market in Europe”, eHealth Taskforce Report, 2007, 10.
towards what we could call “digital health,” in which AI and its different applications will have much more weight. This scenario’s benefits permit us to see AI as an essential tool — almost as a “colleague” — for physicians or healthcare services. AI is already becoming a reality in radiotherapy, imaging, tomography, ultrasound, digital pills, and many other examples.

Two aspects, in my opinion, are key in order to understand the success that the application of technologies to health is having: the first deals with the cost savings (efficiency) that these technologies mean for the National Health Services without diminishing the quality of service, and the second aspect concerns the possibility of health reaching areas, where access to medical care is greatly difficult (e.g., rural areas, developing countries), thanks to the presence of devices and, particularly, mobile phones. Therefore, health services can even be delivered beyond the borders of the country where the services and patients are located.

A feature that stands out in electronic health is the fact that it is clearly focused on the individual user of the health service becoming an active subject, who takes control of his or her own health, in a kind of peer-to-peer communication with the professional who attends him. The use of the most varied communication and information technologies in healthcare means that the individual (e-patient) must take responsibility for their own health insofar as she should know, on the one hand, how the technology works and, on the other hand, should make decisions based on the information that the technology, applied to his or her specific case, provides. In this regard, electronic health “empowers” the user of the healthcare system. The European Data Protection Supervisor has stated, in its Opinion 1/2015, regarding mobile health, that better services are delivered at a lower cost, patients are empowered, and they get access to medical services and medical records in an easier and faster way.

---


9 In November 2017, the FDA had approved the first use of a “digital pill” that communicates from the patient's stomach through sensors to their smartphone or via the internet with the physician. A year earlier, the same institution had approved the use of an “artificial pancreas” [Andrea M. Matwyshyn, “The Internet of Bodies”, Wm. & Mary L. Rev., v. 66, no. 77 (2019): 81-82].


11 In the resolution of WHO, WHA58.28, it is stated that “eHealth is the cost-effective and secure use of information communication technologies (ICT) in support of health and health related fields, including healthcare services, health surveillance, health literature, and health education, knowledge and research” (Global Observatory for eHealth OMS, “Global diffusion of eHealth: Making universal ehealth coverage achievable”, December 2016, https://www.who.int/goe/publications/global_diffusion/en/, accessed February 2021).


13 At least this is one of the purposes of the European Commission in its Communication regarding the achievement of the digital transformation of health and care services in the Digital Single Market, the empowerment of citizens and the creation of a healthier society, COM (2018) 233 Final.

14 There are, however, some other concerns that I address in my book: Salud e Inteligencia Artificial desde el Derecho Privado (Granada: Comares, 2018), 83-86.
The application of technology to health focuses on three fields: (a.) firstly, on health professionals; (b.) secondly, on hospitals and healthcare centers and, (c.) finally, on the relationship between the professional and healthcare service users.

a) The former embraces a whole series of tools concerning clinical information systems to be managed within the institutions in which health professionals work, such as, for example, digital radiological information systems, computer programs for diagnosis and treatment proposal in case of certain diseases using AI (e.g., Watson from IBM), or electronic pharmaceutical information systems. It also includes the training of health professionals, who are challenged by emerging technologies (e-learning). Some of these, up to now, have significantly improved their results due to the application of AI, which has allowed, among other aspects, the communication between machines (internet of things, IoT), the sending of personal health data to a data center located in a hospital, clinic or public institution or the transfer of these data between healthcare centers for a better diagnosis and treatment proposal, the existence of virtual assistants or chatbots, robotic surgery, nanotechnology and the use of 5G infrastructure in remote surgical operations. It could be argued that AI application and, particularly, machine learning, in the healthcare field, can serve, on the one hand, as a tool that proposes, recommends, analyses images, distributes resources, or acts as a second opinion for diagnosis and treatment of diseases with control remaining with the health professional and, on the other hand, as his or her substitute such as the image recognition algorithm, which can carry out the work currently performed by pathologists and radiologists.

b) The second referred area includes the electronic integration of information and distribution systems, both at a regional and national level, including the patient’s digital records, the electronic prescription for drugs, or the request for electronic medical certificates. Likewise, the secondary use of health systems should be included, that is, systems related to access to medical information, education, for instance, online portals where it can find reliable medical information (such as the relevant Medscape), intermediary platforms, call centers for citizen assistance in case of emergencies or administrative procedures related to health carried out electronically and remotely.

c) In relation to the third highlighted area, telemedicine and the remote care of the patient, who is at home, are crucial. Particularly, it handles mobile health

---


16 The EU has established the European Health Data Space, one of whose aims is to create a standardized electronic medical record system common to all member states. In addition, it is developing principles, which manufacturers of AI-based systems must comply with in order to be considered these systems “medical devices” (COCIR, European Health Data Space. Towards a better patient outcome, November 2019, https://www.cocir.org/fileadmin/Publications_2019/19106_COC_EU_Health_Data_SPACE_web.pdf).


18 According to WHO, telemedicine is defined as: “the delivery of healthcare services, where distance is a critical factor, by all healthcare professionals using information and communication technologies for the exchange of valid information, for diagnosis, treatment and prevention of disease and injuries, research and evaluation, and for the continuing education of healthcare providers, all in the interests of advancing the health of individuals and their communities” (WHO Guidelines, “Recommendations on Digital Interventions for Health Systems Strengthening”, 2019).

19 European Commission, Communication from the Commission to the European Parliament,
using medical (or non-medical) apps, that is, apps for health purposes on smartphones, wearables and other devices, teleconsultation, teleradiology, and, in general, remote patient monitoring. Recently, remote monitoring of patients has been used in the fight against COVID-19. As an example, California-based start-up VivaLNK has designed a multifunctional remote patient control system together with Alibaba to monitor temperature, electrocardiogram, respiration, heart rate, movement, reducing the possibility of infection for healthcare practitioners who are found in health centers, hospitals, or clinics.

On the other hand, all the data obtained in an unstructured way, conveniently anonymised and aggregated, are the raw material of data analysis (Big Data) that, in the field of medicine, has the purpose of preventing future health risks based, among other aspects, on the individuals’ lifestyle, giving birth to the so-called “predictive and preventive medicine.” Smart devices’ data are the raw material from which AI-based systems with learning capability, analysing a large data volume, can predict some diseases or extract several behavior patterns in relation to, nowadays, COVID-19. They can also analyse the results of experiments that have been carried out in search of an effective vaccine or for the production of new drugs. The importance of Big data is unmatched, for several reasons, due to the speed at which it allows scientists to work and to the reduction in time in order to get a diagnosis. In this regard, it should be mentioned that 5G technology, which provides a technological infrastructure, is more than necessary, in times of COVID-19.

2.2. Approaching mHealth

Electronic health embraces mobile health or mHealth as one of its poles. It can be described as the implementation of digital health services through mobile devices, including smartphones, tablets, and other wearables (also called “wearable technology”) such as bracelets, glasses, footwear or clothing, in which an app is downloaded. Apps are specific computer programs that may or may not have a medical or health purpose.

One of the defining features of mHealth is its “mobility,” that is, the availability, anywhere and at any time, of health data for the user (patient), even for healthcare professionals and Council, the European economic and social Committee, and the Committee of the regions, on telemedicine for the benefit of patients, healthcare systems and society, COM (2008) 689 final.


This is the case of the start-up Insilico Medicine, which, using Artificial Intelligence, is developing molecules that allow creating drugs to fight COVID-19 (see www.insilico.com, accessed February 2021).

Thus, the start-up Infervision has developed a tomography system using machine learning that allows detecting the existence of coronavirus very quickly.


Wearables with sensors (VivaLNK) have been used by the Shanghai Public Health Clinical Center to combat the spread of the coronavirus in China.

healthcare centers. The other characteristic is connectivity. In fact, it is often referred to as “connected health,” “wireless health,” or even “digital health,” one of its components being “mobile health,” to refer to remote health services including “assisted living.”

In this day and age, mobile health allows the user to monitor the heart rate, blood glucose level, blood pressure, body temperature (as seen in the case of COVID-19), and brain activity. There are also apps in the field of health applied to remembering taking of medicine prescribed by a physician, aiming to help to manage emotions or apply to fitness (e.g., such as those that measure the steps taken or the daily kilometers walked), to our well-being (e.g., the number of cigarettes smoked) and nutrition. Apps, which monitor the lifestyle and well-being of the user or wearer can be connected to a health service, or they can possess some sensors that allow the communication of data to the health service, to personalised medical guidance, or enable access to telemedicine throughout a wireless connection.

In general, these apps, provide quick and agile information to the data carrier about his health, in addition to speeding up medical treatment, where appropriate, and the interaction between health professionals and health service users. Consequently, it implies the management of health data, with different objectives, such as the provision of medical, public health, research, educational, economic, and social services, the traceability of people, or the management of the health national system quality.

The WHO has defined the health mobile or mHealth as “medical and public health practice supported by mobile devices, such as mobile phones, patient monitoring devices, personal digital assistants (PDAs), and other wireless devices.” On its own, in 2014, the EU drew up the Green Paper on Mobile Health, where it carried out an extensive study and established relevant guidelines in this matter, including the security and privacy of the health user’s personal data.

On the one hand, mobile health comprises the hardware constituted by the mobile device in question with wireless connectivity, and, on the other hand, the software, that is, the specific computer program that we call “app.” In this regard, a distinction should be made between those various types of apps that are installed on smartphones and refer to the field of health, and those apps, which only work on a certain device such as a bracelet, a heart rate monitor and that have specific functionality, such as, measuring

---

31 Some cases we can bring up: the emotional management app developed by the Department of Health of Catalonia to help during confinement due to the pandemic caused by COVID-19 (GestioEmocional.cat) and the okencasa app (www.okencasa.com), the app designed for caregivers of sick people; apps related to mental health (https://www.psycom.net/25-best-mental-health-apps).
33 This is the case of the mediktor app (www.mediktor.com).
36 COM (2014) 219 final. This paper is part of the Digital Agenda for Europe (European Commission, Resolution, 14.01.2014).
The wearers’ heart rate. Moreover, the former or, at least, some of them, can have a health purpose.

The COVID-19 pandemic has meant a decisive push for the advancement of mHealth. Precisely, apps are proving to be useful in the COVID-19 pandemic since they have been, among other functions, a way to decongest the consultation and emergency call centers in case of possible symptoms. Thus, apps like the one set up in Singapore, South Korea or, Spain – the recent Covid Radar – could help to prevent new infections by transmitting information about possible symptoms and, in this regard, appropriate measures could be taken by the competent authorities. Likewise, an interesting app is being developed by Prof. Brian Subirana, in collaboration with MIT, to diagnose COVID-19 based on the individual’s cough. Recently, the app, created and marketed by LegitHealth – a Spanish start-up – for the detection of skin cancer and 130 dermatological pathologies, has been released.

Crucial to this work, for deep analysis of billions of unstructured data, is the existence of an open science sharing information, so that every scientist and start-up can get access to the same data. Thus, the outcomes of the research will be more reliable than when they can get just a part of them or a small sample. In this regard, the launch of platforms where data is shared is key for the system. What really matters however, is the collective intelligence. Precisely, the appeal to the community and the citizens’ collaboration is vital in the fight against COVID-19.

In conclusion, it should be noted, that, at the basis of any of these technologies, there is an algorithm written in computer language, that is, a computer program, a core element for electronic health. Secondly, it should be emphasised that, in a few cases, hospitals or healthcare centers, depending on the electronic services they deliver to
patients, can be classified as services providers of the information society, both in the private and public health sector, having to comply with the legislation of this sector.45

2.3. AI-based systems and Healthcare

2.3.1. Legislation overview

a) Medical devices

The EU, within its strategy for creating a single Digital Market, considers electronic health (“eHealth”), insofar as it intends to develop an interoperable environment, with clear protocols and standards that benefit all stakeholders in health services, including industry. Accordingly, it published an Action Plan 2012-202046 and, almost simultaneously, in 2016, the WHO published a report on eHealth for the European environment.47 First of all, there is enormous and growing interest from national, European, and international public authorities in extending health systems to all citizens. Secondly, interest in quality improvement using the internet and related technologies and thirdly, in rationalising the attribution of resources both human and economical to health; and, finally, in gradually implementing high technology in the medical-health field aiming at delivering a predictive, precise, and more personalised healthcare focusing on the patient.48

In this regard, one of the main regulations concerning eHealth is the Regulation (EU) 2017/745, of the European Parliament and of the Council of 5 April 2017, on medical devices,49 in which the computer program is addressed. The computer program50 is the key element in eHealth. In fact, it is the axis on which it pivots. The computer program, which is not incorporated into any medical device, at the time of its release on the market (stand-alone-software),51 in the field of health, is to be classified, in accordance with the Regulation (EU) 2017/745 on medical devices (Art. 2 para. 1), as a medical device.52 Indeed, the medical device definition embraces: “any instrument, device,
equipment, computer program, implant, reagent, material or other article intended by the manufacturer to be used in people, separately or in combination, with any of the following specific medical purposes:

- Diagnosis, prevention, monitoring, prediction, prognosis, treatment, or alleviation of a disease
- Diagnosis, monitoring, treatment, alleviation or compensation of an injury or disability
- Investigation, replacement, or modification of the anatomy or of a physiological or pathological process or state
- Obtaining information through the in-vitro examination of samples from the human body, including organ, blood and tissue donations."

According to Recital no. 19 of this Regulation, computer programs, when they are specifically intended by the manufacturer for one or more of the medical purposes (e.g., a software detecting an illness), taking into consideration the previously mentioned definition of medical devices settled by the Regulation (EU) 2017/745, are medical devices. In this case, the computer program may only be placed in the market if it has the CE certification and has been checked in a conformity assessment procedure (Art. 10 para. 6).

Moreover, computer programs for general use, even when they are employed in healthcare (e.g., document preparation, medical information storage, word processing), or computer programs intended for wellness or lifestyle purposes, are not seen as medical devices.

In the EU, there are no specific guidelines for software with self-learning capability, completely autonomous, too be viewed as medical device, nor is there any authority that certifies the conformity of this type of computer program. Therefore, the COCIR has stressed that they cannot be placed on the market as a medical device. The Meddev 2.1/6 Guidelines take into particular account the “predetermined” software as a paradigm. Even so, the Regulation (EU) on medical devices allows health centers to manufacture their own product, which is used to provide the healthcare service, to a group of specific patients, based on the fact that there is no product on the market that can meet its specific needs (Art. 5 para. 5). In these cases, the product manufactured by the healthcare center itself cannot be marketed (in-house), and except for the general safety and operating requirements provided in Annex I of the Regulation, the rest of the requirements do not apply. This manufactured in-house device may well be a non-predetermined computer program, which modifies itself outside or beyond the boundaries designed by the manufacturer.


COCIR is the abbreviation for: “The European Coordination Committee of the Radiological, Electromedical and Healthcare IT Industry”.

The High-Level Panel of Experts has, as it is known, been publishing different reports on future regulation of AI. In Ethics Guidelines for Trustworthy, Artificial Intelligence refers to the “explainability and transparency of the algorithm” as one of the properties that make an AI system trustworthy. Hopefully these guidelines will be further developed, in the future, and the application of AI to health will be considered from both an ethical and legal point of view. This path has already begun with the COCIR Report, in which it recommended that the IEC 62304 standard should be studied and, where appropriate, updated, requiring manufacturers of medical devices to establish an “algorithm change protocol” (ACP) for health products based on AI with learning capability, to establish, from the design, minimizing the risk of bias for vulnerable groups.

b) High-risk AI-based systems and health

Almost in parallel with the legislation on medical devices, in relation to AI, and the huge production of data, studies, and reports that have been carried out, as well as resolutions, communications, and other documents of the European authorities have been published, relevant working groups have been built up. Work is intense within the EU, aiming to produce a future regulation of AI, robotics, and emerging technologies, as well as blockchain and online platforms, among others. In addition, it is worth mentioning the forthcoming publication, of an EU Data Act in 2021, as highlighted by the Communication on a European Strategy for Data.

Particularly, concerning AI, two main reports deserve special attention: firstly, the “Liability for Artificial Intelligence and other emerging digital technologies” prepared by the Expert Group on Liability and New Technologies – New Technologies Formation, known by the acronym NTF, in November 2019 and, secondly, the report from the European Commission to the European Parliament, the Council and the European Economic and Social Committee, “On the safety and liability implications of Artificial Intelligence, the Internet of Things and Robotics” accompanying the White paper “On Artificial Intelligence – A European approach to excellence and trust.” Likewise, two more documents should be mentioned: the “Draft Report on Civil Liability Regime for Artificial Intelligence” and the “Civil liability regime for artificial intelligence” of the research service of the European Parliament, made public in September 2020. Moreover, the “Report with Recommendations to the Commission on a civil liability regime for artificial intelligence” of the European Parliament, published on 5 October 2020, stands out for its importance. It has been accepted, entirely, in the

---

59 Heinz-Uwe Dettling, “Künstliche Intelligenz”, 640.
62 European Parliament Resolution of 12 February 2019 on a comprehensive European industrial policy on artificial intelligence and robotics [2018/2088(INL)].
Resolution of the European Parliament, of 20 October 2020, in which a Proposal for a Regulation on civil liability for the operation of artificial intelligence systems is made.\textsuperscript{70}

On 16 February 2017, the European Parliament adopted a Resolution on “Civil law rules on Robotics”\textsuperscript{71} with recommendations for the European Commission. In this Resolution, the Commission was asked to prepare a proposal for a future legal instrument containing civil rules in relation to robots’ liability and other AI systems. 2018 was a very active year in this area.\textsuperscript{72} In March, the Commission founded the previously mentioned Expert Group on Liability and New Technologies with two formations: NTF (new technologies formation) and PLDF (products liability directive formation). The NTF should be limited to the non-contractual liability aspects. After analysing the national laws in this regard, focusing on specific cases, and comparing different aspects of these standards, the previously mentioned report presented its conclusions and recommendations. In addition, in April, the Commission published the Staff Working Document on “Liability for emerging digital technologies”\textsuperscript{73} accompanied by the document “Artificial Intelligence for Europe.”\textsuperscript{74}

In this contribution, when referring to AI, I considered the definition given by the High-level Expert Group on AI,\textsuperscript{75} established within the EU, such as: “AI systems are software (and possibly also hardware) designed by humans that, given a complex objective, act in a physical or digital dimension, perceiving their environment through the acquisition of data, the interpretation of said data, whether structured or not, reasoning, processing the information derived from the data and making the best decision to achieve the aforementioned objective.” This definition is closely followed by the Resolution of the European Parliament of 20 October 2020 (Art. 3 lit. a).\textsuperscript{76}

The medical devices sector is one of those sectors in which the technology used can partly be classified as “high-risk,” using the term suggested by the Resolution of the European Parliament of 20 October 2020\textsuperscript{77} and by the White Paper on Artificial Intelligence. The latter sets out an AI-based system can be considered high-risk if it meets the following two criteria cumulatively.\textsuperscript{78} First of all, this system is used in a sector in which, \begin{footnotesize}  
\textsuperscript{70} P9_TA-PROV (2020)0276.  
\textsuperscript{71} P8_TA (2017)0051.  
\textsuperscript{73} SWD (2018) 137 final.  
\textsuperscript{74} COM (2018) 237 final.  
\textsuperscript{76} “AI-system means a system that is either software-based or embedded in hardware devices, and that displays behavior simulating intelligence by, inter alia, collecting and processing data, analyzing and interpreting its environment, and by taking action, with some degree of autonomy, to achieve specific goals”.  
\textsuperscript{77} Art. 3 lit. c: “high risk means a significant potential in an autonomously operating AI-system to cause harm or damage to one or more persons in a manner that is random and goes beyond, what can reasonably be expected; the significance of the potential depends on the interplay between the severity of possible harm or damage, the degree of autonomy of decision-making, the likelihood that the risk materializes and the manner and the context in which the AI-system is being used”.  
\textsuperscript{78} White Paper, 16-17. \end{footnotesize}
given the characteristics of the activities provided, significant risks can be expected to occur. Two are the sectors especially taken into account: transport and assistance, in which health services can be comprised. The list with the sectors where technology is considered as high-risk must be updated every six months. Secondly, the AI-based system in that sector must be used in such a way that significant risks are likely to occur. This implies that not every use involves significant risk. Thus, not every technology used in the healthcare field presents the same level of risk. For example, it is not the same in the telematic consultation between a doctor and his patient (low-risk) as in the use of a surgical robotised arm that operates remotely and autonomously (high-risk). If the risk involves bodily harm, the person’s death, or significant material or moral damage, we normally tackle with high-risk AI-based systems.

If we apply this approach to computer programs considered medical devices, we could affirm that those of risk class III and IIb would be of high-risk, while those of class IIa and I of low/medium risk.

2.3.2. Some controversial issues regarding civil liability

In AI-based systems, there is often more than one person who “operates” the technology; for example, the hospital or health center that intervenes on a patient with a surgical robot, but there is also another person or a hospital that provides support services, updates the software, defines the characteristics of the technology or supervises the machine learning system. The first operator is considered, according to the NTF and the European Parliament Resolution of October 20, 2020, as a “frontend operator” while the second is viewed as a “backend operator,” between which a legal relationship may (or may not) exist. When an AI-based system is “used” as a health practitioner “auxiliary,” the degree of autonomy, learning, and decision-making capability of that system should be taken into account. I am not dealing here with the assumption that the robot does not have any type of autonomy, because the human takes the control or autonomy that has been deactivated by the human. Such cases would not differ at all or very little, for the purposes of civil liability, of the handling of any other device, tool, or material used by the healthcare professional. If it causes damages, civil liability rules will be applied. This question should not be problematic. Nor is it controversial (or, at least, it does not seem to me that it should be) the assumption that the AI system makes a diagnosis or proposes a treatment, but the final decision regarding the medical act is taken by the physician or his team. If the decision taken is to follow the criteria established by the software and the medical act based on it entails a series of damages, the liability lies with the subject (or subjects)
who make the final decision. It is a liability by own action; not, by someone else’s behavior.

On the other hand, if the AI-based system makes the decision autonomously (high-risk technology), whether the person has the power to supervise the system and proceeds to act, for example, through a robotic surgical arm, the issue is not obvious. Here, the analogy could be made with the employer and the employee. In this case, liability for someone else’s act would be the appropriate basis for liability, since we must consider the actions of two possible “subjects,” firstly, a natural person (healthcare practitioners) or legal person (clinic or hospital) and, secondly, the AI-based system, so that the activity or conduct of each of them is relevant to establish whether there is a case for liability. If, for example, supervision is lacking, the physician or the hospital must be held liable for the damage caused by the AI-based system because they have violated a duty of care. Nevertheless, it also requires a wrong performance on the side of the AI-based system in the same way as if a human acts wrongly, he or she would be regarded as liable.

In the case of AI-based systems, liability for someone else’s act could be based on the relationship between the physician and/or hospital and the AI-based system since the former benefits from the activity carried out by the latter. We should keep in mind that the AI-based system I am addressing is more typical of being commissioned or acquired by companies than by individuals. In this case, the liability of the “principal” is based on the behavior of his “auxiliaries” (e.g., Art. 1903 para. 4 Spanish Civil Code). The term “auxiliary” covers all those cases in which a person or, in this case, an AI-based system behaves according to the instructions of another that would be the principal regardless of the relationship existing between them. Therefore, there is a “principal” (the human or the legal person in question) and an “auxiliary” (the AI-based system). However, one of the requirements for applying the principal’s liability for his or her auxiliary’s acts is the existence of a dependency relationship. The principal is the one who gives the instructions. In the matter at hand, AI-based systems, although, in some cases, may have prior instructions, by virtue of their learning capability and autonomy, when making decisions, act without being subject to the control of the principal that benefits from its activity. There is a lack of dependency which is a characteristic of the principal’s vicarious liability for his or her auxiliary’s actions. Rather, it would be considered as an independent contractual party.

In this particular regard, it could be thought that only those AI-based systems follow the instructions given by the principal. However, they have freedom in executing the entrusted task and could be subjected, by analogy, to the same principal vicarious liability requirements. Notwithstanding, there would not be “identity of reason” in those cases in which the AI-based system acts, regardless of the instructions given or that, taking as a starting point latterly, because of its self-learning capability, behaves far away from them. In any case, charging the principal with the harmful consequences of the behaviour of the AI-based system he uses is consistent with the idea that whoever enjoys the benefit generated by the AI-based system is the principal.

In accordance with the terminology used by the NTF and in the Resolution of the European Parliament, in which recommendations are made to the Commission to regulate civil liability for damages caused by operating high-risk AI systems of 20

October 2020, the principal, who must supervise the system, would be considered the “frontend operator” while the producer of the AI-based system would be the “backend operator.” In the case of eHealth, the “frontend operator” would be the hospital or clinic acting as a “principal,” while the health professional using the AI system would be subjected to the instructions given. Therefore, if the bad performance was that of the health practitioner, the principal (the hospital or the clinic) would be held accountable according to the civil liability rules for someone else’s acts.

Cases of completely autonomous AI-based systems, in which there is no human intervention, remain outside the proposed Regulation because there is no “operator.” If the “backend operator” is considered a manufacturer, the corresponding regulations will be applied. Indeed, Art. 3 lit. d of the previously mentioned report by the European Parliament warns that “operator” includes both front and backend operator, unless the liability of the latter is already covered by Directive 85/374/EEC on products liability,85 obviously, because he is considered a “producer.”86

3. eHealth and the personalisation of medicine. Patients empowerment

The COVID-19 pandemic is highlighting the importance emerging technologies based on AI and highly sophisticated algorithms as well as the implantation of communication, information technologies and robotics in different areas of our life can become.87 From personal relationships throughout the lockdown, teleworking, online training, e-commerce to, significant in the current climate, “electronic health,” the application of emerging technologies to health will allow the personalisation of therapeutic and medical treatments, in relation to the specific individual, that is, the healthcare system user.

Technology and, particularly, technology applied to health, means that the patient will not be a mere passive subject regarding his own health. Rather he or she will actively participate in aspects related to it, making decisions together with their physicians. Thus, it is an equal relationship in which the patient and the health professional cooperate. Indeed, at present, citizens in general – and in the health field are not an exception – seek information, primarily, on the internet.88 Or they obtain it from the apps that they have downloaded, visiting the physician with basic information about their health that, until recently, they lacked.

The term “patient” should be subjected to revision. That is, it may not serve to describe the new citizen interested in his or her health. In fact, the patients’ true “autonomy” would precisely take control of everything that concerns his or her health, not simply being a mere recipient of information to agree with. This approach continues to prevail in the regulation about “patient autonomy,” in which he or she is seen mainly as a passive person, who receives information to which he or she “consents”89

88 As, for example, the algorithm created by the European Center for Disease Prevention and Control in relation to the actions to be taken in the event of contagion by COVID-19.
(that is “nods”), even if, in practice in many cases, he or she is just “adhering” to it. A “paternalistic” model continues to prevail (even if it is “weak”) based more on the beneficial nature of the medical profession than on the true autonomy of the patient, although it is intended to present the issue otherwise. Technology permits responsibility to be shared more equitably between physicians and patients.

This new approach to individual health gives the possibility of supplying a more personalised medicine, almost tailored to each patient. In this regard, standardisation in the health field will gradually disappear to give way to the application of a much more unique medicine, which will have a particular impact on aspects as relevant as the informed consent of the patient/health service user and on insurance premiums.

4. Discrimination and eHealth

As I have been highlighting, technology applied to health makes it possible for medicine to focus much more on the specific patient, personalising the treatment with much more precision, than until recently, insofar as the technology permits access to a whole series of data about the patient’s health, easing the provision of a particular health service. The technology used is of a very different range. Some specific type of technology will require a level of knowledge based on the information provided both by healthcare professionals and by the manufacturer, which may lead to certain groups being deprived of it and, consequently, of a certain type of treatment that could improve their quality of life. This can happen, for instance, in the case of dependent elderly or very elderly people and of people with specific types of disability. Regarding the first group, in addition to the fact that they may have limited access to technology – maybe they have a mobile phone (not always a smartphone) or a tablet –, they tend to focus on very basic functions, and, in many cases, they do not fully understand the way it works. In case of the pandemic caused by COVID-19 with the launch of applications, both in the public and private sector, with different functions (e.g., tracking the contacts of people with a positive diagnosis, entering health data, locating sick people, etc.), and considered one of the most effective means of controlling community contagion, the elderly have been prevented from utilising this means of disease control. The exclusion of this group of people, to which electronic health comes very late, is clear.

The second social segment I was referring to, is people with disabilities which do not enable them to properly manage and understand the technology applied to improve their health. It should be noted that, for these people, accessing technology...
implies getting access to a very effective assistive or supportive system (“assistive technology”)\textsuperscript{98} in order to overcome social barriers with which they cope. In some of these cases, the exclusion could be alleviated with a “universal design,” making the technology accessible to any citizen. The “universality,” “inclusivity” character (“design for all”) of the design, from the conception of the technology (“by default”), is fundamental for disabled persons. Universal design\textsuperscript{99} should not prevent that reasonable adaptations should be made, when necessary, to the specific case in order to facilitate the accessibility of the person concerned to the technology in question. In Recital no. 50, by Directive (EU) 2019/882, of the European Parliament and of the Council of April 17, 2019, on the accessibility requirements of goods, products, and services, obviously, dependent persons, who cannot be considered having some kind of disability, can benefit from this universal accessible design.

Other disadvantaged groups such as migrants or those with a low or very low-income level, could also be excluded from accessing technology even if they can get access to public health services.

Another situation that, in my view, should be highlighted, deals with the risk that the data collected in electronic health devices will be crossed with other data (for example, that extracted from user interaction on social networks), allowing the creation of profiles, which lead to automated decision-making harming users significantly. While Art. 22 General Data Protection Regulation\textsuperscript{100} requires that the “owner” of the data should be informed about the computational logic that is being used, the truth is, in practice, it can generate invisible discrimination related to health, for instance, concerning a disease suffered by an individual (e.g., AIDS) or regarding his or her disability. These situations can be direct discrimination, but they can also be discrimination by association\textsuperscript{101} such as when a person is discriminated against for having a child with a disability, caring for a terminally ill person or infected with COVID-19. In these cases, there is most likely a gender bias\textsuperscript{102} also, leading to a “double discrimination,” which is usually “invisible”\textsuperscript{103} for the person discriminated against. Thus, it is extraordinarily important the segregation, in general, of data by sex and, particularly, in the medical field, to the extent that men and women may react differently to treatment due to their not always identical physiology.\textsuperscript{104}

\textsuperscript{98} Directive (EU) 2019/882, of the European Parliament and of the Council of 04.17.2019, on the accessibility requirements of goods, products and services (OJ L 151/170, 7.6.2019) defines the “technology support” (Art. 3 nr. 37) as follows: “any item, equipment, service or product system, including programs, that is used to increase, maintain, replace or improve the functional capacities of people with disability, or to alleviate or compensate for deficiencies, activity limitations or participation restrictions.”

\textsuperscript{99} The Convention on the rights of persons with disabilities, signed in New York on December 13, 2002, (https://www.un.org/en/), accessed February 2021) defines “universal design,” in Art. 2, as “the design of products, environments, programs and services to be usable by all people, to the greatest extent possible, without the need for adaptation or specialized design.” “Universal design” shall not exclude assistive devices for particular groups of persons with disabilities where is needed.

\textsuperscript{100} Regulation (EU) 2016/679 (General Data Protection Regulation) in the current version of the OJ L 119, 04.05.2016; cor. OJ L 127, 23.5.2018.


\textsuperscript{104} Storydata (coord), Open Data and Artificial Intelligence. Tools for Gender Equality (Govern obt
5. Conclusion. Internet of bodies

The technology applied to health and, particularly, that related to medical devices leads to the “Internet of Medical Things”\textsuperscript{105} (IoMT), which is linked to the so-called “Internet of Bodies” (IoB).\textsuperscript{106} When the device connected to the human body is of a medical nature, both IoMT and IoB, in the end, involve “quantifying,” that is, human beings are becoming “data.” In fact, the individual himself, from the different devices that he possesses and/or carries with him incorporated or not in his body,\textsuperscript{107} extracts data regarding his own parametrical bioindicators in numerical form. Thus, he quantifies with percentages how much he has slept and the quality of his sleep, blood pressure, heart rate, steps taken, insulin level, etc. This need for quantification has led to the “quantified self” movement.\textsuperscript{108}

The tendency to quantify is widely extended, for example, in the field of online intermediation platforms where classifications, ratings, and other lists are established based on the stars or scores given by individuals. In any service that is provided to us, whether online or offline, we are asked for a score. We are becoming a society of quantification.\textsuperscript{109} The problem is that, although numerical data can give a clearer vision of reality, they also simplify it and can do so to a point where a new reality is built. In short, it is used as a social engineering tool. In the case that I address – the IoB – the implantation of chips, sensors, or other devices (whether medical or not), which collect a multiplicity of data, is leading to the «construction» of a «new» human being that, in some cases, can possess some capacities or abilities beyond those with which he has been genetically and physiologically gifted.\textsuperscript{110} Whatever it is, individuals’ tendency to “personalise” is a common feature of this time.\textsuperscript{111} Therefore, all this amount of data, massively analysed, can drive to developing and publishing tailor-made legal norms (norms’ “personalization”) or, at least, to the personalised “application” of the existing legal norm(s) decided by an algorithm. Hence, it must be noted that the decision adopted cannot significantly harm the holder of the data (\textit{arg. ex} Art. 22 GDPR), especially in the absence of his or her consent.

\textsuperscript{106} Andrea M. Matwyshyn, “The Internet of Bodies”, 81-82.
\textsuperscript{107} Three generations of technologies related to the human body are already mentioned. The first generation consists of external technology such as \textit{wearables} that we have reported in this work. The second one deals with technology implanted in the human body, such as an artificial pancreas or a cochlear implant. The third has to do with the fusion of the human mind with computers and the Internet, which is known as “brain-computer interface” (BCI). About this and other issues, see: Andrea M. Matwyshyn, “The Internet of Bodies”, 94-115.
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